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On two-signed solutions to a second order semi-linear parabolic partial
differential equation with non-Lipschitz nonlinearity

V. Clarka, J. C. Meyerb,∗

aCollege of Engineering, Mathematics and Physical Sciences, University of Exeter, Exeter, UK
bSchool of Mathematics, Watson Building, University of Birmingham, Birmingham, UK

Abstract

In this paper, we establish the existence of a 1-parameter family of spatially inhomogeneous radially symmet-

ric classical self-similar solutions to a Cauchy problem for a semi-linear parabolic PDE with non-Lipschitz

nonlinearity and trivial initial data. Specifically we establish well-posedness for an associated initial value

problem for a singular two-dimensional non-autonomous dynamical system with non-Lipschitz nonlinearity.

Additionally, we establish that solutions to the initial value problem converge algebraically to the origin and

oscillate as η →∞.
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1. Introduction

In this paper we consider u : D̄T → R such that u = u(x, t) is continuous and bounded on D̄T :=

Rn × [0, T ] and, for fixed n ∈ N, ut, uxi and uxixj exist and are continuous on DT := Rn × (0, T ] for each

1 ≤ i, j ≤ n. Moreover, we suppose that u is a solution to the following Cauchy problem for the second

order semi-linear parabolic partial differential equation with non-Lipschitz (Hölder continuous) nonlinearity,

given by

ut −∆u = u|u|p−1 on DT , (1.1)

u = 0 on ∂DT , (1.2)

u ∈ C2,1(DT ) ∩ C(D̄T ) ∩ L∞(D̄T ), (1.3)

with T > 0, 0 < p < 1 and ∂DT := Rn×{0}. Here C2,1(X) denotes the set of functions that are defined on

X which are continuously differentiable twice with respect to the spatial variables x, and once with respect

to the time variable t; C(X) denotes the set of functions that are defined and continuous on X; and L∞(X)
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denotes the set of functions with bounded essential supremum and infimum. We refer to the Cauchy problem

in (1.1)-(1.3) as [CP] and u : D̄T → R satisfying (1.1)-(1.3) as a solution to [CP]. In addition, throughout

the paper we denote (x, t) ∈ D̄T as (x1, x2, . . . , xn, t), for x ∈ Rn, t ∈ [0, T ].

The existence of spatially inhomogeneous classical self-similar solutions to [CP] of the form u = w(η)t1/(1−p)

with η = x/t1/2 and n = 1 has been considered in detail in [13]. In the paper, via consideration of a self-

similar solution structure, a two-dimensional non autonomous dynamical system with non-Lipschitz nonlin-

earity was analysed and the existence of a two parameter family of homoclinic connections on the equilibrium

point (0, 0) of the dynamical system, as well as decay bounds and estimates on these connections, were es-

tablished. Herein, we consider an analogously derived dynamical system in n-spatial dimensions, for n ∈ N,

and establish the existence of spatially inhomogeneous solutions to (1.1)-(1.3). Moreover, we establish a

full well-posedness result for the initial value problem for the dynamical system. Furthermore, we prove

that solutions oscillate as η → ∞, which gives additional structural information about the aforementioned

solutions in [13]. Curiously, oscillation theory of Sturmian type (see, for example [6] or [16]), when com-

bined with algebraic decay bounds on solutions to the initial value problem for the dynamical system as

η →∞, obtained here via an adaptation of a technical argument in [4], appear to be insufficient to establish

oscillation of solutions as η →∞. Hence, we adopt a novel alternative approach which relies on properties

of non-negative solutions to [CP] established in [1], to establish that solutions to the initial value problem

for the dynamical system oscillate as η →∞.

Qualitative properties of non-negative classical bounded solutions to boundary value problems for (1.1),

have been considered in [1], [5], [8], [10], [11], [13] and [15] with 0 < p < 1 and non-negative initial data, and

until [CP] in [13] with n = 1, two-signed solutions were not considered. We highlight here that the spatially

inhomogeneous solutions constructed in this paper are two signed on D̄T because any non-negative classical

bounded solution to [CP] must be spatially homogeneous [1, Corollary 2.6]. Following the investigations in [9]

and [12] it should be noted that local results which guarantee spatial homogeneity of solutions to semi-linear

parabolic Cauchy problems, with homogeneous initial data, depend critically on uniqueness results (which

do not apply to [CP] with 0 < p < 1). We note that boundary value problems for the partial differential

equation in (1.1) have been extensively investigated with p ≥ 1, see for example [17] and references therein.

The remainder of the paper is structured as follows: in §2 we establish a priori bounds on solutions

to [CP], and subsequently, we formulate a radial self-similar solution structure of [CP] of the form u =

w(η)t1/(1−p) with η = |x|/t1/2, which gives an associated initial value problem for a two-dimensional singular

non-autonomous dynamical system with non-Lipschitz nonlinearity studied in the remainder of the paper

and referred to throughout as (P) (see Lemma 2.2 for details). In §3, we proceed to show that there exists a

local solution to (P), by using a suitable contraction mapping, which can be extended to a global solution via

a priori bounds and multiple applications of the Cauchy-Peano Local Existence Theorem. We subsequently

establish that there exists a 1-parameter family of solutions to (P) which converges to (0, 0) as η → ∞.

2



We complete the section by establishing well-posedness of (P), via uniqueness and continuous dependence

results for η ∈ [0,∞) and initial data in (0, (1 − p)
1

1−p ) × {0} (see Theorem 3.14 for details). In §4, we

establish algebraic decay bounds for solutions to (P) as η →∞. Furthermore we demonstrate that solutions

to (P) oscillate as η →∞. In summary, for (P) we establish,

Theorem 1.1. (P) is well-posed for initial data (w(0), w′(0)) = (α, 0) ∈ [0, (1 − p)1/(1−p)) × {0} with

continuous dependence respect to || · ||∞ on [0,∞). For α ∈ (0, (1− p)1/(1−p)), solutions to (P), denoted by

wα : [0,∞) → R, satisfy: (wα, w
′
α) → (0, 0) algebraically and oscillate as η → ∞; and wα ∈ Lq([0,∞)) for

q > (1− p)/2.

In relation to [CP], Theorem 1.1 directly yields,

Theorem 1.2. There exists a 1-parameter family of two-signed spatially inhomogeneous solutions to [CP]

denoted by uα : D̄T → R for parameter α ∈ (0, (1−p)1/(1−p)). For t ∈ (0, T ]: ||uα(·, t)||∞ < ((1−p)t)1/(1−p);

uα(·, t)→ 0 algebraically and oscillates as |x| → ∞; and uα(·, t) ∈ Lq(Rn) for q > (1− p)n/2.

In §5 we summarise the proofs of Theorem 1.1 and 1.2, and explain how related results in [13] can be

improved. We also highlight potential extensions to results in §3-§4 and related queries that have arisen

from the study.

2. Self-similar solution structure to [CP]

In this section, we establish a priori bounds for solutions to [CP]. Consequently, we consider a radial

self-similar solution structure of solutions to [CP] which yields (P). To begin, we have,

Lemma 2.1. Let u : D̄T → R be a solution to [CP]. Then,

|u(x, t)| ≤ ((1− p)t)1/(1−p) ∀(x, t) ∈ D̄T .

Proof. Since [CP] has spatially homogeneous initial data, the maximal solution u+ : D̄T → R and minimal

solution u− : D̄T → R to [CP] are spatially homogeneous for t ∈ [0, T ] (see, for example, [12, Proposition

8.31] for n = 1). We note that u± : D̄T → R given by

u±(x, t) = ±((1− p)t)1/(1−p) ∀(x, t) ∈ D̄T

are the maximal and minimal solutions to [CP], and hence any solution u : D̄T → R to [CP] satisfies

u− ≤ u ≤ u+ on D̄T , as required.

We now determine an initial value problem [IVP] associated with a self-similar solution structure to [CP].

Consider a solution u : D̄T → R to [CP] on D̄T of the following form: there exists w : [0,∞)→ R such that

u(x, t) =

w
(
|x|
t1/2

)
t

1
(1−p) , (x, t) ∈ DT

0, (x, t) ∈ ∂DT .

(2.1)
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We introduce H : R→ R given by

H(w) =


1

(1−p)w − w|w|
p−1, x ∈ R \ {0}

0, x = 0

(2.2)

and observe that H ∈ C(R) ∩ C1(R \ {0}). We also denote

MH = sup
[0,(1−p)1/(1−p)]

|H| > 0. (2.3)

We note here that via Lemma 2.1, any solution to [CP] of the form (2.1) satisfies

||w||∞ ≤ (1− p)1/(1−p). (2.4)

We also note that if there exists a solution to [CP] of the form (2.1), then −u is also a solution to [CP].

It follows from (2.4) that u : D̄T → R given by (2.1) is a solution to [CP] (up to symmetry) if and only

if there exists a constant α ∈ [0, (1− p)1/(1−p)] such that w : [0,∞)→ R satisfies the following [IVP] for the

second order singular non-autonomous ordinary differential equation with non-Lipschitz nonlinearity given

as,

w′′ +

(
(n− 1)

η
+
η

2

)
w′ −H(w) = 0 ∀η ∈ (0,∞), (2.5)

w(0) = α, w′(0) = 0, α ∈ [0, (1− p)1/(1−p)], (2.6)

w ∈ C2([0,∞)) ∩ L∞([0,∞)). (2.7)

Observe that the condition on w′(0) ensures that u given by (2.1), has continuous first spatial derivatives

on D̄T for t ∈ [0, T ]. Moreover, from (2.5)-(2.7) it follows that

w′′(0) =
H(α)

n
, (2.8)

and hence, u satisfies (1.1) on DT . Note that the [IVP] given by (2.5)-(2.7) is equivalent to the [IVP] for

the singular two-dimensional non-autonomous dynamical system with non-Lipschitz right hand side, given

by;

(w)′ = w′, (2.9)

(w′)′ = H(w)−
(

(n− 1)

η
+
η

2

)
w′ ∀η ∈ (0,∞), (2.10)

(w(0), w′(0)) = (α, 0) , α ∈ [0, (1− p)1/(1−p)], (2.11)

(w,w′) ∈ C1([0,∞)) ∩ L∞([0,∞)). (2.12)

Due to the singular term in (2.5) at η = 0, we give a specific argument to establish that there exists a

solution to (2.5)-(2.7). It is also convenient to express the [IVP] given by (2.5)-(2.7) as an integral equation,

and hence, we have,
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Lemma 2.2. The following statements are equivalent

(a) w : [0,∞)→ R is a solution to the [IVP] given by (2.5)-(2.7).

(b) (w,w′) : [0,∞)→ R2 is a solution to the [IVP] given by (2.9)-(2.12).

(c) w : [0,∞)→ R satisfies

w(η) = α+

∫ η

0

1

tn−1e
t2

4

∫ t

0

H(w(s))sn−1e
s2

4 dsdt ∀η ∈ [0,∞), (2.13)

α ∈ [0, (1− p)1/(1−p)], (2.14)

w ∈ C([0,∞)) ∩ L∞([0,∞)). (2.15)

Proof. It follows immediately that (a) and (b) are equivalent. Now, suppose that w satisfies (a). By

multiplying (2.5) by e
η2

4 ηn−1 and integrating twice, it follows that w satisfies (2.13), and since (a) implies

(2.15), then w satisfies (c). Now suppose w satisfies (c). From (2.13) and (2.15), it follows that w ∈

C1([0,∞)) ∩ L∞([0,∞)) with

w′(η) =
1

ηn−1e
η2

4

∫ η

0

H(w(s))sn−1e
s2

4 ds ∀η ∈ (0,∞), (2.16)

w(0) = α, w′(0) = 0.

Additionally, from (2.16) it follows that w ∈ C2((0,∞)) with

(ηn−1e
η2

4 w′(η))′ = H(w(η))ηn−1e
η2

4 ∀η ∈ (0,∞), (2.17)

and that w′′ is continuous at η = 0, with

w′′(0) = lim
η→0+

w′(η)

η
=
H(α)

n
.

In addition, w′′(η) satisfies (2.17) for all η ∈ (0,∞), so that

w′′(η) = −
(
η

2
+

(n− 1)

η

)
w′(η) +H(w(η)) ∀η ∈ (0,∞).

Hence w ∈ C2([0,∞)) ∩ L∞([0,∞)) and satisfies (2.5). Thus it follows that w satisfies (a). Hence (a), (b)

and (c) are equivalent, as required.

We refer to the equivalent [IVP] given by (a), (b) and (c) in Lemma 2.2 as (P).

3. Well-posedness of (P)

In this section, we establish that (P) is well posed in the sense of Hadamard, for initial data w(0) ∈

[0, (1− p)1/(1−p)).
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3.1. Existence

We first establish a local existence result for solutions to (P) on [0, ε] via a contraction mapping, and

then extend this to an existence result for (P), via multiple applications of the Cauchy-Peano Theorem.

Theorem 3.1. For 0 < α < (1− p)1/(1−p), (P) has a unique local solution on [0, ε] with

ε = min


 α

sup
1
2α≤w≤

3
2α

|H(w)|


1
2

,

(
1

(1− p)
+ p

(α
2

)p−1
)− 1

2

 , (3.1)

Proof. Consider the Banach space X = ((C[0, ε]), || · ||∞) and the closed subset of X, given by

D =

{
u ∈ C([0, ε]) :

α

2
≤ u(x) ≤ 3α

2

}
. (3.2)

Moreover, we define the operator T : C([0, ε])→ C([0, ε]), given by,

T [w](η) = α+

∫ η

0

1

tn−1e
t2

4

∫ t

0

H(w(s))sn−1e
s2

4 dsdt ∀w ∈ C([0, ε]), η ∈ [0, ε].

For w1 ∈ D, set I ∈ C([0, ε]), to be

I(η) =

∫ η

0

1

tn−1e
t2

4

∫ t

0

H(w1(s))sn−1e
s2

4 dsdt ∀η ∈ [0, ε]. (3.3)

Observe that

|I(η)| ≤
∫ η

0

1

tn−1e
t2

4

∫ t

0

|H(w1(s))|sn−1e
s2

4 dsdt

≤ sup
1
2α≤w≤

3
2α

|H(w)|
∫ η

0

∫ t

0

sn−1e
s2

4

tn−1e
t2

4

dsdt

≤ sup
1
2α≤w≤

3
2α

|H(w)|η
2

2
(3.4)

for all η ∈ [0, ε]. It follows that |I(η)| ≤ α
2 provided that

ε <

 α

sup
1
2α≤w≤

3
2α

|H(w)|


1
2

. (3.5)

Since ε given by (3.1) satisfies (3.5), it follows from (3.4) and (3.3) that T [w1] ∈ D for all w1 ∈ D and hence

T [D] ⊂ D. Now, consider

||T [w1]− T [w2]||∞ ≤
∫ ε

0

1

tn−1e
t2

4

∫ t

0

sn−1e
s2

4 ||H(w1(·))−H(w2(·))||∞dsdt ∀w1, w2 ∈ D. (3.6)

Observe that H ∈ C1(R \ {0}), given by (2.2) satisfies

|H ′(w)| ≤ 1

(1− p)
+ p

(α
2

)p−1

=: Cα ∀x ∈
[
α

2
,

3α

2

]
. (3.7)
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Furthermore, via (3.6), (3.7) and (3.1) it follows that

||T [w1]− T [w2]||∞ ≤ Cα||w1 − w2||∞
∫ ε

0

1

tn−1e
t2

4

∫ t

0

sn−1e
s2

4 dsdt

≤ Cαε
2

2
||w1 − w2||∞

≤ 1

2
||w1 − w2||∞ ∀w1, w2 ∈ D. (3.8)

We conclude from (3.8) that T is a contraction mapping on D, and via the contraction mapping principle,

there exists a unique fixed point w∗ ∈ D of T . It follows from (3.2), (3.3) and Lemma 2.2 that w∗ is the

unique solution to (P) restricted to [0, ε], as required.

We now illustrate that the local solution to (P) on [0, ε] can be extended to a solution to (P) on [0,∞).

First introduce Q : R2 × (0,∞)→ R2, given by

Q(w,w′, η) =

(
w′, H(w)−

(
(n− 1)

η
+
η

2

)
w′
)
∀(w,w′, η) ∈ R2 × (0,∞), (3.9)

and note that Q ∈ C(R2 × (0,∞)), but also that Q is not locally Lipschitz continuous on R2 × (0,∞) (Q is

locally Lipschitz continuous on R2 × (0,∞) \ N , with N any neighbourhood of the plane w = 0). We also

introduce the function V : R2 → R defined by,

V (w,w′) =
1

2
(w′)2 − 1

2(1− p)
w2 +

1

(1 + p)
|w|1+p ∀(w,w′) ∈ R2. (3.10)

We observe immediately that V ∈ C1,1(R2) with

∇V (w,w′) =

(
−w

(1− p)
+ w|w|p−1, w′

)
∀(w,w′) ∈ R2. (3.11)

w

w′

e+e−

Figure 3.1: A qualitative sketch of the level curves of V is depicted above. The equilibria for the dynamical system are located

at (0, 0) and e± = (±(1 − p)1/(1−p), 0). The level curves V = c∗(p), that intersect e± are depicted in red. Level curves with

V = c > c∗(p) and V = c < c∗(p) are depicted in blue and black respectively. The region enclosed by the red curves that

contains (0, 0) is denoted by H.

We now consider the structure of the level curves of V in R2 defined by

V (w,w′) = c, (3.12)
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for −∞ < c < ∞. It is straightforward to establish that the family of level curves of V are qualitatively

as depicted in Figure 3.1, for 0 < p < 1, with H representing the parts of the level curve connecting

(±(1− p)1/(1−p), 0) that enclose the origin. We denote c∗(p) to be

V (±(1− p)1/(1−p), 0) =
(1− p)2/(1−p)

2(1 + p)
= c∗(p) > 0. (3.13)

Inside H, the level curves are simple closed curves concentric with the origin (0, 0), and V is increasing from

V = 0 at the origin (0, 0), as each level curve is crossed, when moving out from (0,0) to the boundary curve

H, on which V = c∗(p). Thus, inside H, V has a minimum at (0, 0) and is increasing on moving radially

away from (0, 0) to the boundary H. We will focus attention on the level curves of V on and inside H,

which have 0 ≤ c ≤ c∗(p). We denote the interior of the level curve V (w,w′) = c by Ωc, with the level curve

V (w,w′) = c labelled as ∂Ωc, for 0 ≤ c ≤ c∗(p).

Now let w̃ : [0, ε]→ R be a local solution to (P) (any ε > 0) and define F : [0, ε]→ R to be,

F (η) = V (w̃(η), w̃′(η)) ∀η ∈ [0, ε]. (3.14)

Then F ∈ C1((0, ε]), and via (3.14), (3.9)-(3.11), (2.9) and (2.10), F satisfies,

F ′(η) = ∇V (w̃(η), w̃′(η)) · (w̃′(η), w̃′′(η))

= ∇V (w̃(η), w̃′(η)) ·Q(w̃(η), w̃′(η), η)

= −
(

(n− 1)

η
+
η

2

)
(w̃′(η))2 ∀η ∈ (0, ε]. (3.15)

We can now establish the following a priori bound on solutions to (P), namely

Lemma 3.2. Let w̃ : [0, ε2] → R be a local solution to (P) (any 0 ≤ ε1 < ε2) with 0 < α < (1 − p)1/(1−p)

and c = V (w̃(ε1), w̃′(ε1)). Then,

(w̃(η), w̃′(η)) ∈ Ωc ∀η ∈ (ε1, ε2].

Proof. Let ε1 = 0 and note that

0 < c = V (α, 0) ≤ c∗(p). (3.16)

Via (2.8) and (2.10), we have w̃′′(0) < 0. Moreover, it follows from (3.15) that, F ′(η) < 0 almost everywhere

on (0, ε2) with respect to the Lebesgue measure, and hence

F (η) < F (0) ∀η ∈ (0, ε2]. (3.17)

Therefore, via (3.17), (3.16) and (3.14),

V (w̃(η), w̃′(η)) < c ∀η ∈ (0, ε2],

as required. The result follows similarly on the interval (ε1, ε2] with 0 < ε1 < ε2.
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We now have:

Lemma 3.3. For 0 < α < (1 − p)1/(1−p), (P) has a local solution w̃ : [0, ε] → R (any ε > 0). Moreover,

these local solutions satisfy (w̃(η), w̃′(η)) ∈ Ωc for all η ∈ (0, ε] with c = V (α, 0).

Proof. By Theorem 3.1 there exists ε1 > 0 (dependent on α) such that (P) has a solution on [0, ε1]. Moreover,

via Lemma 3.2, if 0 < α < (1 − p)1/(1−p), (P) is a priori bounded on [0, ε] (any ε > 0). Without loss of

generality, suppose that ε > ε1 > 0. Since Q given by (3.9) is bounded on the set

X ⊂ R3 : X =
{

(w,w′, η) : |w| ≤ (1− p)1/(1−p), |w′| ≤
√

2c∗(p), ε1 ≤ η ≤ ε
}

we can apply the Cauchy-Peano Local Existence Theorem [3, Chapter 1, Theorem 1.2] repeatedly with

δ =

(
max

(w,w′,η)∈X
|Q(w,w′, η)|

)−1

,

to establish that there exists a solution to (P) restricted to [0, ε]. Since ε > 0 is arbitrary, the result follows,

as required.

Theorem 3.4. For 0 < α < (1 − p)1/(1−p), (P) has a solution w̃ : [0,∞) → R. Moreover, these solutions

to (P) satisfy (w̃(η), w̃′(η)) ∈ Ωc for all η ∈ (0,∞), with c = V (α, 0).

Proof. The result follows directly from Lemmas 3.2 and 3.3, since ε > 0 in Lemma 3.3 is arbitrary.

3.2. Uniqueness

To begin this subsection we consider (P) with α = 0.

Remark 3.5. Let w̃ : [0,∞) → R be any solution to (P) restricted to (0, ε] with α = 0. It follows from

(3.11), (3.14) and (3.15) that

V (w̃(η), w̃′(η)) = F (η) ≤ F (0) = V (0, 0) = 0 ∀η ∈ (0, ε].

Thus (w̃(η), w̃′(η)) ∈ S for all η ∈ (0, ε], with S defined as the connected subset of

{(w,w′) ∈ R2 : V (w,w′) ≤ 0}

which contains (0, 0). Hence S = {(0, 0)} and so (w̃(η), w̃′(η)) = (0, 0) for all η ∈ (0, ε]. We conclude that

the unique solution to (P) with α = 0 is given by the equilibrium solution w̃ ≡ 0.

Before we can establish a uniqueness result for (P), we require bounds on solutions to (P) when the

solution is in a neighbourhood of the plane w = 0.
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Proposition 3.6. Let w : [0,∞) → R be a solution to (P) such that (w(η̄), w′(η̄)) = (0, β) ∈ Ωc∗(p) with

β > 0. Then,

(1− p)1/(1−p) ≥ w(η) ≥ β

2
(η − η̄),

β

2
≤ w′(η) ≤ β ∀[η̄, η̄ + ηβ ],

with

ηβ = min

{(
8

7

)1/(n−1)

η̄,

√
η̄2 − 4 log

(
6

7

)
, η̄ +

β

4MH
,

(1− p)1/(1−p)

β

}
. (3.18)

Proof. Let w : [0,∞)→ R be any solution (P) which satisfies (w(η̄), w′(η̄)) = (0, β). It follows from Lemma

2.2 and an integration of (2.17) that

w′(η) = β

(
η̄

η

)n−1

e
η̄2−η2

4 +
1

ηn−1e
η2

4

∫ η

η̄

H(w(s))sn−1e
s2

4 ds ∀η ∈ [η̄,∞). (3.19)

Since (
η̄

η

)n−1

e
η̄2−η2

4 >
7

8
· 6

7
∀η ∈

[
η̄, η̄ + min

{(
8

7

) 1
n−1

η̄,

√
η̄2 − 4 log

(
6

7

)}]
and ∣∣∣∣∣ 1

ηn−1e
η2

4

∫ η

η̄

H(w(s))sn−1e
s2

4 ds

∣∣∣∣∣ < β

4
∀η ∈

[
η̄, η̄ +

β

4MH

]
, (3.20)

it follows from (3.19)-(3.20) that

w′(η) >
β

2
∀η ∈ [η̄, η̄ + ηβ ] (3.21)

with ηβ given by (3.18). An integration of (3.21) then gives

w(η) >
β

2
(η − η̄) ∀η ∈ [η̄, η̄ + ηβ ] . (3.22)

Since (w(η), w′(η)) ∈ Ωc∗(p) for all η ∈ [η̄,∞), it follows from (3.21), (3.22) and (2.10) that

w′′(η) < 0 ∀η ∈ [η̄, η̄ + ηβ ],

and hence,

w′(η) ∈
[
β

2
, β

]
∀[η̄, η̄ + ηβ ]. (3.23)

The result follows from (3.22) and (3.23), as required.

Note that analogous bounds to those in Proposition 3.6 hold for (0, β) ∈ Ωc∗(p) with β < 0. Additionally,

note that the a priori bounds in Proposition 3.6 and symmetry in (P) allow us to establish the following

uniqueness result for (P). The proof is based on the uniqueness argument originating in [1] and a local

uniqueness result in [13].

Proposition 3.7. For 0 ≤ α ≤ (1− p)1/(1−p), (P) has a unique solution on [0, η∗] for any η∗ > 0.
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Proof. If α = 0, then uniqueness of the solution to (P) on [0, η∗] follows from Remark 3.5. Now consider

0 < α ≤ (1−p)1/(1−p). Since Q, in (3.9), is Lipschitz continuous on (R2\N )×(0,∞), for any neighbourhood

N of the plane w = 0, it follows from Theorem 3.1 and [3, Chapter 1, Theorem 2.3], that the solution to

(P) is unique on [0, η̃] for any η̃ > 0 such that

w(η) > 0 ∀η ∈ [0, η̃].

Hence if α = (1 − p)1/(1−p), then the equilibrium solution to (P) given by w ≡ (1 − p)1/(1−p) is unique on

[0, η∗]. We now consider 0 < α < (1− p)1/(1−p). Recall that any non-constant solution to (P) must be two

signed. Suppose that there exists two distinct solutions to (P), denoted by wi : [0,∞) → R (i = 1, 2), for

which

w1(η) = w2(η) ∀η ∈ [0, η̄] (3.24)

with 0 < η̄ < η∗ and for all ε > 0,

w1(η) 6= w2(η) (3.25)

for some η ∈ (η̄, η̄ + ε]. From [3, Chapter 1, Theorem 2.3] and Remark 3.5 it follows that for i = 1, 2

wi(η̄) = 0, w′i(η̄) 6= 0. (3.26)

Thus, there exists β ∈ R \ {0} such that (wi(η̄), w′i(η̄)) = (0, β) ∈ Ωc∗(p). Without loss of generality (due to

symmetry), we suppose that β > 0. Let ηβ be given by (3.18); so that it follows from Proposition 3.6 and

Theorem 3.4 that

β

2
(η − η̄) ≤ wi(η) ≤ (1− p)1/(1−p),

β

2
≤ w′i(η) ≤ β ∀η ∈ [η̄, η̄ + ηβ ]. (3.27)

It follows immediately from (3.27) that

|w1(η)− w2(η)| ≤ (1− p)1/(1−p), |w′1(η)− w′2(η)| ≤ β ∀η ∈ [η̄, η̄ + ηβ ]. (3.28)

Note that for (W,W ′) ∈ [0, (1− p)1/(1−p)]× [0, β], then

W +W p +W ′ < (2 + β1−p)(W +W ′)p, (3.29)

since 0 < p < 1. Now via (2.9) and (2.10) respectively, we have,

|w1(η)− w2(η)| ≤
∫ η

η̄

|w′1(s)− w′2(s)|ds, (3.30)

|w′1(η)−w′2(η)| ≤
∫ η

η̄

1

(1− p)
|w1(s)−w2(s)|+ |w1(s)−w2(s)|p +

(
(n− 1)

s
+
s

2

)
|w′1(s)−w′2(s)|ds (3.31)
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for all η ∈ [η̄, η̄ + ηβ ]. We next introduce v : [η̄, η̄ + ηβ ]→ R, given by

v(η) = |w1(η)− w2(η)|+ |w′1(η)− w′2(η)| ∀η ∈ [η̄, η̄ + ηβ ]. (3.32)

Therefore, via (3.28)-(3.32), it follows that

v(η) ≤
∫ η

η̄

1

(1− p)
|w1(s)− w2(s)|+ |w1(s)− w2(s)|p +

(
(n− 1)

s
+
s

2
+ 1

)
|w′1(s)− w′2(s)|ds

<

∫ η

η̄

1

(1− p)

(
(n− 1)

η̄
+

(η̄ + ηβ)

2
+ 1

)
(|w1(s)− w2(s)|+ |w1(s)− w2(s)|p

+ |w′1(s)− w′2(s)|)ds

≤
∫ η

η̄

1

(1− p)

(
(n− 1)

η̄
+

(η̄ + ηβ)

2
+ 1

)
(2 + β1−p)(v(s))pds (3.33)

for all η ∈ [η̄, η̄+ ηβ ] with the final inequality due to (3.28) and (3.29). Also, via Proposition 3.6 and (3.18),

ηβ is dependent on p, n, η̄ and β only, and hence, it follows from (3.33) that

v(η) ≤
∫ η

η̄

K(p, n, η̄, β)(v(s))pds (3.34)

for all η ∈ [η̄, η̄ + ηβ ], with constant K(p, n, η̄, β) given by,

K(p, n, η̄, β) =
1

(1− p)

(
(n− 1)

η̄
+

(η̄ + ηβ)

2
+ 1

)
(2 + β1−p) > 0. (3.35)

Now, we introduce the function J : [η̄, η̄ + ηβ ]→ [0,∞) given by

J(η) =

∫ η

η̄

K(p, n, η̄, β)(v(s))pds ∀η ∈ [η̄, η̄ + ηβ ]. (3.36)

It follows from (3.35) and (3.36) that J is non-negative, non-decreasing and differentiable on [η̄, η̄+ ηβ ], and

via (3.34), satisfies

(J(s))′ ≤ K(p, n, η̄, β)(J(s))p ∀s ∈ [η̄, η̄ + ηβ ]. (3.37)

Upon integrating (3.37) from η̄ to η, we obtain

J(η) ≤ ((1− p)K(p, n, η̄, β)(η − η̄))1/(1−p) ∀η ∈ [η̄, η̄ + ηβ ]. (3.38)

Therefore, via (3.38), (3.36) and (3.34) we have

v(η) ≤ δ ∀η ∈ [η̄, η̄ + ηδ] (3.39)

with δ > 0 chosen sufficiently small so that

ηδ =
δ1−p

(1− p)K(p, n, η̄, β)
< ηβ . (3.40)

Now, from Proposition 3.6, we have

min{w1(η), w2(η)} ≥ β

2
(η − η̄) ∀η ∈ [η̄, η̄ + ηβ ]. (3.41)
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Moreover, it follows from (3.9), (3.41) and the mean value theorem, that there exists a function θ : (η̄, η̄ +

ηβ ]→ R such that θ(s) ≥ min{w1(s), w2(s)} on (η̄, η̄ + ηβ ], and for which

|Q2(w1(s),w′1(s), s)−Q2(w2(s), w′2(s), s)|

≤ 1

(1− p)
|w1(s)− w2(s)|+ |w1(s)p − w2(s)p|+

(
(n− 1)

s
+
s

2

)
|w′1(s)− w′2(s)|

≤ 1

(1− p)
|w1(s)− w2(s)|+ p(θ(s))p−1|w1(s)− w2(s)|+

(
n

η̄
+

(η̄ + ηδ)

2

)
|w′1(s)− w′2(s)|

≤

(
1

(1− p)
+ p

(
β

2
(s− η̄)

)p−1
)
|w1(s)− w2(s)|+

(
n

η̄
+

(η̄ + ηδ)

2

)
|w′1(s)− w′2(s)|

≤

(
1

(1− p)
+ p

(
β

2
(s− η̄)

)p−1

+
n

η̄
+

(η̄ + ηδ)

2

)
v(s) (3.42)

for each s ∈ (η̄, η̄ + ηβ ]. Now, via (2.9), (2.10), (3.9), (3.34), (3.40), (3.42) and (3.39), we have,

v(η) ≤
∫ η

η̄

|Q1(w1(s), w′1(s), s)−Q1(w2(s), w′2(s), s)|

+ |Q2(w1(s), w′1(s), s)−Q2(w2(s), w′2(s), s)|ds

≤
∫ η̄+ηδ

η̄

K(p, n, η̄, β)(v(s))pds

+

∫ η

η̄+ηδ

(
1 +

1

(1− p)
+ p

(
β

2
(s− η̄)

)p−1

+
n

η̄
+

(η̄ + ηβ)

2

)
v(s)ds

≤ δ

(1− p)
+

∫ η

η̄+ηδ

(
1 +

1

(1− p)
+ p

(
β

2
(s− η̄)

)p−1

+
n

η̄
+

(η̄ + ηβ)

2

)
v(s)ds (3.43)

for all η ∈ [η̄ + ηδ, η̄ + ηβ ]. An application of Gronwall’s Lemma [2, Corollary 6.2] to (3.43), gives

v(η) ≤ δ

(1− p)
exp

(∫ η

η̄+ηδ

(
1 +

1

(1− p)
+ p

(
β

2
(s− η̄)

)p−1

+
n

η̄
+

(η̄ + ηβ)

2

)
ds

)
=

δ

(1− p)
exp

(
(η − (η̄ + ηδ))

(
1 +

1

(1− p)
+
n

η̄
+

(η̄ + ηβ)

2

)
+

(
β

2

)p−1

((η − η̄)p − (ηδ)
p)

)
≤ δ

(1− p)
exp

(
ηβ

(
1 +

1

(1− p)
+
n

η̄
+

(η̄ + ηβ)

2

)
+

(
β

2

)p−1

ηpβ

)
(3.44)

for all η ∈ [η̄ + ηδ, η̄ + ηβ ]. Since v is non-negative, it follows from (3.44) and (3.39), upon letting δ → 0,

that

v(η) = 0 ∀η ∈ [η̄, η̄ + ηβ ]. (3.45)

Moreover, it follows from (3.45) and (3.32) that

w1(η) = w2(η) ∀η ∈ [η̄, η̄ + ηβ ],

which contradicts the definition of η̄ in (3.24)-(3.25). Thus, the solution w1 : [0,∞) → R to (P) with

0 < α < (1− p)1/(1−p) is unique on [0, η∗] for any η∗ > 0, as required.
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3.3. Continuous Dependence

In this subsection we establish continuous dependence of solutions w : [0,∞)→ R to (P) with respect to

initial data α ∈ [0, (1− p)1/(1−p)). To proceed we establish that all such solutions to (P) satisfy (w,w′) →

(0, 0) as η →∞. The uniqueness result in Proposition 3.7 then yields a local continuous dependence result

(on arbitrarily large intervals), and finally, limiting behaviour of solutions to (P) as η →∞ allows continuous

dependence to be established on [0,∞). To begin, we have

Lemma 3.8. Let w : [0,∞)→ R be the solution to (P) with 0 < α < (1−p)1/(1−p). Then, for some ηα > 0,

|w′(η)| ≤ 4MH

η
∀η ∈ [ηα,∞).

Proof. Via (2.16) and (2.3),

|w′(η)| ≤MH
1

ηn−1e
1
4η

2

∫ η

0

sn−1e
1
4 s

2

ds ∀η ∈ [0,∞). (3.46)

Via an application of Watson’s Lemma [14, Proposition 2.1] we see that∫ η

0

e
1
4 s

2

sn−1ds =
e

1
4η

2

ηn

2

∫ 1

0

e−
1
4η

2q(1− q)n2−1dq ∼ e
1
4η

2

ηn

2

(
4

η2

)
as η →∞. (3.47)

Substituting (3.47) into (3.46) establishes that for sufficiently large ηα > 0, w′ satisfies

|w′(η)| < 4MH

η
∀η ∈ [ηα,∞),

as required.

Additionally, we have,

Lemma 3.9. Let w : [0,∞)→ R be the solution to (P) with 0 < α < (1− p)1/(1−p). Then, F : [0,∞)→ R,

as given by (3.14), converges to F∞ ∈ [0, F (0)) as η →∞.

Proof. Theorem 3.4 ensures that (w(η), w′(η)) ∈ Ωc for all η ∈ (0,∞) with c = V (α, 0) = F (0), and so, via

(3.14) and (3.15), F is continuously differentiable, non-increasing and bounded below by 0. Therefore there

exists F∞ ∈ [0, F (0)), such that F (η)→ F∞ as η →∞, as required.

Theorem 3.10. Let w : [0,∞)→ R be the solution to (P) with 0 < α < (1− p)1/(1−p). Then,

(w(η), w′(η))→ (0, 0) as η →∞.

Proof. Recall from Theorem 3.4 that,

(w(η), w′(η)) ∈ Ωc∗(p) ∀η ∈ (0,∞), (3.48)

and from Lemma 3.8 that

w′(η)→ 0 as η →∞. (3.49)
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In addition, via Lemma 3.9,

V (w(η), w′(η))→ F∞ as η →∞ (3.50)

for some F∞ ∈ [0, c∗(p)). It follows from (3.48)-(3.50) that

|w(η)| → w∞ as η →∞ (3.51)

with w∞ the unique non-negative root of V (w, 0) = F∞ for w ∈ [0, (1−p)1/(1−p)). Without loss of generality

we suppose that (w(η), w′(η))→ (w∞, 0) as η →∞. However it follows from (2.16) that

w′(η) =
1

ηn−1e
1
4η

2

∫ η

0

H(w(s))sn−1e
1
4 s

2

ds ∀η ∈ (0,∞) (3.52)

and H(w∞) ≤ 0. Using (3.51), if H(x∞) < 0 then an application of Watson’s Lemma to (3.52) implies that

w′(η) ∼ 2H(w∞)

η
as η →∞. (3.53)

In addition, from (2.9), we have

w(η) = α+

∫ η

0

w′(s)ds ∀η ∈ [0,∞), (3.54)

which implies, via (3.53), that

w(η) ∼ 2H(w∞) log(η) as η →∞, (3.55)

which contradicts (3.51). We conclude that H(w∞) 6< 0 and so we must have H(w∞) = 0. Since

w∞ ∈ [0, (1 − p)1/(1−p)), H(w∞) = 0 requires that w∞ = 0. It then follows from (3.49) and (3.51) that,

(w(η), w′(η))→ (0, 0) as η →∞, as required.

To establish continuous dependence for (P), we split the argument into three parts; a local result on

[0, η1] for η1 small, to address the singularity in (2.10) as η → 0+; a local result on [0, η2] for η2 arbitrarily

large, via a ‘uniqueness implies continuous dependence’ argument; and on [η2,∞) via asymptotic behaviour

of solutions to (P) as η →∞. Firstly, we have,

Lemma 3.11. Let w1 : [0,∞)→ R be the solution to (P) with 0 < α1 < (1−p)1/(1−p). Then, for any ε > 0

there exists δ > 0 such that if |α1 − α2| < δ, the solution to (P) with 0 < α2 < (1 − p)1/(1−p), denoted by

w2 : [0,∞)→ R satisfies

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [0, η1]

with η1 =
√

α1

2MH
.
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Proof. Via (2.13)

wi(η) = αi +

∫ η

0

1

tn−1e
t2

4

∫ t

0

H(wαi(s))s
n−1e

s2

4 dsdt, (3.56)

for all η ∈ [0,∞) and i = 1, 2. Let 0 < δ < α1

4 , then since |wi(η)| < (1 − p)1/(1−p) for all η ∈ [0,∞), via

(3.56), we have

wi(η) ≥ αi −
∫ η

0

1

tn−1e
t2

4

∫ t

0

sn−1e
s2

4 MHdsdt >
3α1

4
−MH

η2

2
≥ α1

2
(3.57)

for all η ∈ [0, η1], i = 1, 2. Additionally, via (3.56), we have,

|w1(η)− w2(η)| ≤ |α1 − α2|+
∫ η

0

1

tn−1e
t2

4

∫ t

0

|H(w1(s))−H(w2(s))|sn−1e
s2

4 dsdt ∀η ∈ [0, η1].

Since H given by (2.2) is bounded and Lipschitz continuous, on
[
α1

2 , (1− p)
1/(1−p)], we have

|H(w1(η))−H(w2(η))| ≤ Kα|w1(η)− w2(η)| ∀η ∈ [0, η1], (3.58)

with Kα a Lipschitz constant for H on
[
α1

2 , (1− p)
1/(1−p)]. It follows from (3.57)-(3.58) that

|w1(η)− w2(η)| ≤ |α1 − α2|+
∫ η

0

∫ t

0

Kα|w1(s)− w2(s)|dsdt

≤ |α1 − α2|+
∫ η

0

Kαη1|w1(s)− w2(s)|ds. (3.59)

An application of Gronwall’s Lemma to (3.59) yields

|w1(η)− w2(η)| ≤ |α1 − α2|eKαη1η ≤ |α1 − α2|eKαη
2
1 ∀η ∈ [0, η1].

Therefore, provided that 0 < δ < min
{
α1

4 , εe
−Kαη2

1

}
, it follows that

|w1(η)− w2(η)| < ε ∀η ∈ [0, η1],

as required.

Secondly, we have,

Lemma 3.12. Let w1 : [0,∞)→ R be the solution to (P) with 0 < α1 < (1−p)1/(1−p). Then, for any ε > 0

and any η2 > 0 there exists δ > 0 such that if |α1−α2| < δ, the solution to (P) with 0 < α2 < (1−p)1/(1−p),

denoted by w2 : [0,∞)→ R satisfies

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [0, η2].

Proof. Without loss of generality suppose that η2 > η1, for η1 given in Lemma 3.11. It follows from

Proposition 3.7 that the [IVP] given by (3.60)-(3.63):

(w)′ = w′, (3.60)

(w′)′ = H(w)−
(

(n− 1)

η
+
η

2

)
w′ ∀η ∈ [η1, η2], (3.61)

(w(η1), w′(η1)) = (wi(η1), w′i(η1)), (3.62)

(w,w′) ∈ C1([η1, η2]), (3.63)
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have unique solutions, given by (wi, w
′
i)|[η1,η2] for i = 1, 2. Therefore, via [3, Theorem 4.3, p.59], there exists

δ1 > 0 such that provided

max{|w1(η1)− w2(η1)|, |w′1(η1)− w′2(η1)|} < δ1 (3.64)

then

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [η1, η2]. (3.65)

Setting ε = δ1 in Lemma 3.11, it follows that there exists δ > 0 such that for all α2 that satisfy |α1−α2| < δ,

we have

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < δ1 = ε ∀η ∈ [0, η1]. (3.66)

The result follows from (3.64)-(3.66), as required.

Thirdly, we have,

Lemma 3.13. Let w1 : [0,∞)→ R be the solution to (P) with 0 < α1 < (1−p)1/(1−p). Then for any ε > 0,

there exists δ > 0 such that if |α1 − α2| < δ, the solution to (P) with 0 < α2 < (1 − p)1/(1−p), denoted by

w2 : [0,∞)→ R satisfies

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [0,∞).

Proof. Set ε > 0. To begin, consider the level curves of V denoted by ∂Ωc that are closed and concentric

with (0, 0). For 0 < c < c∗(p), define the positive real numbers wc and w′c via the rules V (wc, 0) = c and

V (0, w′c) = c respectively. Then for rc =
√
w2
c + w′c

2, we have Ωc ⊂ Brc(0, 0) with Br((w,w
′)) denoting the

Euclidean ball in R2 of radius r with centre at (w,w′). Observe that rc → 0 as c→ 0.

Now, for any εa > 0, via Theorem 3.10, there exists ηa > 0 such that

(w1(η), w′1(η)) ∈ Bεa(0, 0) ∀η ∈ [ηa,∞). (3.67)

Additionally, via Lemma 3.12, for any εb > 0, there exists δ > 0 such that for all |α1 − α2| < δ, we have

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < εb ∀η ∈ [0, ηa]. (3.68)

Via (3.67) and (3.68), it follows that

(w2(η), w′2(η)) ∈ B2(εa+εb)(0, 0) ∀η ∈ [ηa,∞). (3.69)

Since Ωc are open and have centre (0, 0), we can select εa and εb sufficiently small so that for some c(ε) ∈

(0, c∗(p)), we have

B2(εa+εb)(0, 0) ⊂ Ωc(ε) ⊂ Bε(0, 0). (3.70)

Thus, it follows from (3.68)-(3.70) that

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [0,∞),

as required.
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3.4. Summary

We now amalgamate the main results in §3 into the following well-posedness result for (P).

Theorem 3.14. Let 0 ≤ α1 < (1− p)1/(1−p). Then (P) has a unique solution w1 : [0,∞)→ R and for any

ε > 0 there exists δ > 0 such that for all 0 ≤ α2 < (1 − p)1/(1−p) such that |α1 − α2| < δ, there exists a

unique solution to (P) with 0 ≤ α2 < (1− p)1/(1−p) denoted by w2 : [0,∞)→ R and

max{|w1(η)− w2(η)|, |w′1(η)− w′2(η)|} < ε ∀η ∈ [0,∞).

Moreover, (wi, w
′
i)→ (0, 0) as η →∞.

Proof. Existence and uniqueness are given by Theorem 3.4, Remark 3.5 and Proposition 3.7. Continuous

dependence on the initial data is established in Lemma 3.13 for 0 < α1 < (1− p)1/(1−p) and for α1 = 0 see

Theorem 3.4 and Remark 3.5. Theorem 3.10 establishes that solutions to (P) tend to (0, 0) as η → ∞, as

required.

4. Qualitative Properties of solutions to (P)

In this section, we establish that solutions w : [0,∞)→ R to (P) with 0 < α < (1− p)1/(1−p), tend to 0

algebraically as η →∞. Furthermore, we establish that these solutions oscillate as η →∞.

The algebraic decay bounds here are established for solutions to (P), that are analogous to those in [13]

(for (P) with 0 < p < 1 and n = 1) and obtained via a bootstrap argument that appeared in [4] (for (P)

with p > 1 and n ∈ N). We note here that if one uses these algebraic decay bounds directly with oscillation

theory for second order ordinary differential equations (see, for example [6] or [16]), it does not appear

possible to establish that solutions to (P) oscillate. Consequently the approach used to establish oscillation

of solutions to (P) in what follows, is largely independent of standard methods from oscillation theory for

second order ordinary differential equations. More specifically, instead of employing a comparison principle

of Sturmian-type for zeros of solutions to second order ordinary differential equations, we use a specific

comparison theorem for solutions to second order semi-linear parabolic partial differential inequalities on an

unbounded domain, which appeared in [1, Theorem 2.8].

4.1. Algebraic Decay Bounds for Solutions to (P) as η →∞

To begin, we have

Proposition 4.1. Let w : [0,∞) → R be a solution to (P) with 0 < α < (1 − p)
1

1−p . Suppose that for

σ ∈ [0, 2
(1−p) ], and for c1 > 0, that

|w(η)| ≤ c1
ησ

∀η ∈ (0,∞). (4.1)

18



Then,

|w′(η)| ≤ 1

ησp+1

(
MH

2
sup

s∈(0,∞)

(
s

2p
1−p+2e−

3
16 s

2
)

+ cp12σp+2

)
∀η ∈ (0,∞). (4.2)

Proof. Observe via (2.2), (4.1) and Theorem 3.4 that

|H(w(η))| =
∣∣∣∣ 1

(1− p)
w(η)− |w(η)|p−1w(η)

∣∣∣∣ ≤ |w(η)|p ≤ cp1
ησp

∀η ∈ (0,∞). (4.3)

Thus, via (2.16) and (4.3), we have

|w′(η)| ≤ 1

ηn−1e
η2

4

∫ η

0

|H(w(s))|sn−1e
s2

4 ds

≤ 1

e
η2

4

(∫ η
2

0

|H(w(s))|e s
2

4 ds+ cp1

∫ η

η
2

e
s2

4

sσp
ds

)

≤ MHηe
− 3

16η
2

2
+
cp12σp+2

ησp+1
(4.4)

for all η ∈ (0,∞). Observe that

MHηe
− 3

16η
2

2
≤ MH

2ησp+1

(
ησp+2e−

3
16η

2
)

≤ MH

2ησp+1
sup

s∈(0,∞)

(
sσp+2e−

3
16 s

2
)

≤ MH

2ησp+1
sup

s∈(0,∞)

(
s

2p
1−p+2e−

3
16 s

2
)

(4.5)

for all η ∈ (0,∞) and σ ∈
[
0, 2

(1−p)

]
. Substituting (4.5) into (4.4) yields (4.2), as required.

A simple consequence of Proposition 4.1 and Theorem 3.14 is

Proposition 4.2. Let w : [0,∞)→ R be a solution to (P) with 0 < α < (1− p)
1

1−p . Then

|w′(η)| ≤ 1

η

(
MH

2
sup

s∈(0,∞)

(
s

2p
1−p+2e−

3
16 s

2
)

+ 4(1− p)p/(1−p)
)
∀η ∈ (0,∞).

Proof. It follows from Theorem 3.14, that (w,w′) ∈ Ωc∗(p) for all η ∈ [0,∞). The conclusion then follows

from Proposition 4.1 (with σ = 0, c1 = (1− p)1/(1−p)), as required.

We now establish the aforementioned algebraic decay bounds for solutions to (P) as η →∞.

Theorem 4.3. Let w : [0,∞) → R be a solution to (P) with 0 < α < (1− p)1/(1−p). Then, for any ε > 0,

there exists c1ε, c2ε > 0 such that

|w(η)| < c1ε

η
2

(1−p)
−ε

∀η ∈ (0,∞), (4.6)

|w′(η)| < c2ε

η
(1+p)
(1−p)

−ε
∀η ∈ (0,∞). (4.7)
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Proof. Observe on multiplying (2.5) by w(η)
η , we have,

1

η

[
|w(η)|1+p − (w(η))2

(1− p)

]
= −w(η)w′′(η)

η
+

(1− n)w(η)w′(η)

η2
− w(η)w′(η)

2

= −
[

(w(η))2

4
+
w(η)w′(η)

η

]′
+

(w′(η))2

η
− nw(η)w′(η)

η2
(4.8)

for all η ∈ (0,∞). Via Theorem 3.10, w(η)→ 0 as η →∞ and hence there exists η∗ > 0 such that

|w(η)| ≤
(

2p(1− p)
(1 + p)

) 1
(1−p)

∀η ∈ [η∗,∞). (4.9)

Additionally, given F : [0,∞)→ R, defined as in (3.14), i.e.

F (η) = V (w(η), w′(η)) =
(w′(η))2

2
− (w(η))2

2(1− p)
+
|w(η)|1+p

(1 + p)
∀η ∈ [0,∞), (4.10)

we can refine our choice of η∗ in (4.9) so that we also have,

0 ≤ F (η) ≤

(
4((c(p))

2
1+p

C(p)

) (1+p)
(1−p)

∀η ∈ [η∗,∞), (4.11)

with

c(p) =
1

(1 + p)
− 1

2
and C(p) =

2(1 + p)

(1− p)
+ 1. (4.12)

Thus, it follows from (4.10), (4.9) and (4.8) respectively that

F (η)

η
=

(w′(η))2

2η
+

1

η

[
− (w(η))2

2(1− p)
+
|w(η)|1+p

(1 + p)

]
≤ (w′(η))2

2η
+

1

η

[
− (w(η))2

(1− p)
+ |w(η)|1+p

]
=

3(w′(η))2

2η
−
[

(w(η))2

4
+
w(η)w′(η)

η

]′
− nw(η)w′(η)

η2
, (4.13)

for all η ∈ [η∗,∞). Since F (η) ≥ 0 for all η ∈ [0,∞), together with the decay bound in Proposition 4.2 and

Theorem 3.10, it follows that we may integrate inequality (4.13) from η (≥ η∗ > 1) to l, and then allow

l→∞, to obtain,∫ ∞
η

F (t)

t
dt ≤ 3

2

∫ ∞
η

(w′(t))2

t
dt+

(w(η))2

4
+
w(η)w′(η)

η
− n

∫ ∞
η

w(t)w′(t)

t2
dt

≤ (w(η))2

4
+

1

η
(1 + n) sup

t≥η
|w(t)w′(t)|+ 3

2

∫ ∞
η

(w′(t))2

t
dt (4.14)

for all η ∈ [η∗,∞). Also, since |w(η)| ≤ (1− p)1/(1−p) for all η ∈ [0,∞), we have

F (η) ≥ |w(η)|1+pc(p) ≥ 0 ∀η ∈ [η∗,∞). (4.15)

Substituting (4.15) into (4.14) then yields

0 <

∫ ∞
η

F (t)

t
dt ≤ 1

4

(
F (η)

c(p)

) 2
(1+p)

+
1

η
(1 + n) sup

t≥η
|w(t)w′(t)|+ 3

2

∫ ∞
η

(w′(t))2

t
dt (4.16)
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for η ∈ [η∗,∞). Observe that the right hand side of (4.16) is uniformly bounded for η ∈ [η∗,∞) via

Proposition 4.2.

Now suppose that there exists k > 0 and σ ≥ 0 such that

F (η) ≤ k

ησ
∀η ∈ [η∗,∞). (4.17)

Via (4.15), it follows that there exists a constant c1 > 0 such that

|w(η)| ≤ c1

η
σ

(1+p)
∀η ∈ [η∗,∞). (4.18)

Thus, via Proposition 4.1 and (4.18), there exists a constant c2 > 0 such that

|w′(η)| ≤ c2

η
σp

(1+p)
+1

∀η ∈ [η∗,∞). (4.19)

Hence, it follows from (4.16)-(4.19) and (4.11) that there exist constants c3, c4, c5 > 0 such that∫ ∞
η

F (t)

t
dt ≤ 1

4

(
F (η)

c(p)

) 2
(1+p)

+
c3
ησ+2

+
c4

η
2σp

(1+p)
+2
≤ F (η)

C(p)
+

c5

η
2σp

(1+p)
+2

(4.20)

for all η ∈ [η∗,∞). Setting G : [η∗,∞)→ R to be

G(η) =

∫ ∞
η

F (t)

t
dt ∀η ∈ [η∗,∞)

it follows from (4.20) that G satisfies,

(tC(p)G(t))′ ≤ c6tC(p)−3− 2σp
(1+p) ∀t ∈ [η∗,∞) (4.21)

for some constant c6 > 0. Provided that

C(p)− 2− 2σp

(1 + p)
> 0, (4.22)

integrating inequality (4.21) from η∗ to η, yields

ηC(p)G(η) ≤ c6(
C(p)− 2− 2σp

(1+p)

) 1

η2+ 2σp
(1+p)

−C(p)
+G(η∗)η∗

C(p)

∀η ∈ [η∗,∞),

for some constant c6 > 0, and thus,

G(η) ≤ c7

η
2σp

(1+p)
+2

+
c8

ηC(p)
∀η ∈ [η∗,∞), (4.23)

for some constants c7, c8 > 0. Recalling from (3.15), that F (η) is non-increasing on [η∗,∞), we have

G(η) ≥
∫ 2η

η

F (t)

t
dt ≥ 1

2
F (2η) ∀η ∈ [η∗,∞). (4.24)

Thus, it follows from (4.24) and (4.23) that

F (η) ≤ c9

η
2σp

(1+p)
+2

+
c10

ηC(p)
∀η ∈ [2η∗,∞) (4.25)
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for some constants c9, c10 > 0. We now define σ̄ :
[
0, 2(1+p)

(1−p)

]
× (0, 1)→

[
0, 2(1+p)

(1−p)

]
given by

σ̄(σ, p) = min

{
2σp

(1 + p)
+ 2, C(p)

}
∀p ∈ (0, 1), σ ∈

[
0,

2(1 + p)

(1− p)

]
.

Now since (4.17) is satisfied for σ = 0 and k = F (0), it follows from (4.25) that there exists a sequence

{σm}m∈N such that

σ1 = 0, σm+1 = σ̄(σm, p) (4.26)

and

F (η) ≤ km
ησm

∀η ∈ [η∗m,∞), (4.27)

for some constants km > 0 (m ∈ N, provided that C(p)− 3− 2σmp
(1+p) > −1, recalling (4.22)) and η∗m > 0. We

obtain from (4.26) that,

σm =
2(1 + p)

(1− p)
− 4p

(1− p)

(
2p

(1 + p)

)m−2

∀m ∈ N, (4.28)

and hence σm is increasing with

σm →
2(1 + p)

(1− p)
as m→∞. (4.29)

Since

C(p)− 3− 2σmp

(1 + p)
≥ 1

(1− p)
(2(1 + p)− 2(1− p)− 4p) = 0 > −1

it follows that σm given by (4.28) satisfies (4.22) with σ = σm, and hence, via (4.27), given ε > 0, there

exists a sufficiently large M ∈ N such that

|F (η)| ≤ kM
ησM

∀η ∈ [η∗,∞) (4.30)

with σM > 2(1+p)
1−p − ε(1 + p) and η∗ = η∗M . Thus, via (4.30) and (4.15), there exists a constant c11 > 0 such

that

|w(η)| ≤ c11

η
2

(1−p)
−ε

∀[η∗,∞). (4.31)

Since |w(η)| is bounded, it follows that (4.31) holds on (0,∞) (with a new constant c1ε). The proof is then

completed by applying Proposition 4.1 to (4.31) to obtain the conclusion for |w′(η)|, as required.

4.2. Oscillation of solutions to (P)

We now establish that solutions to (P) oscillate as η →∞. The approach we consider here relies on the

uniform lower bound of solutions to the following Cauchy problem for a second order semi-linear parabolic

partial differential equation related to [CP], given by:

ut −4u = max{u, 0}p on DT , (4.32)

u = u0 on ∂DT , (4.33)

u ∈ C2,1(DT ) ∩ C(D̄T ) ∩ L∞(D̄T ), (4.34)
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with 0 < p < 1 fixed, and u0 : ∂DT → R is continuous, bounded, non-negative and non-zero on a set of

positive Lebesgue measure. We denote the Cauchy problem given by (4.32)-(4.34) as [CP]+. Moreover,

we remark that [CP]+ has been investigated in detail in [1] and notably, global existence and uniqueness

of solutions has been established. To establish oscillation of solutions to (P), we construct a sequence of

functions {u(m)}m∈N converging to a solution of [CP]+ as m → ∞ and compare the terms in the sequence

to a solution of [CP] in a suitable subset of D̄T .

To begin, fix u0 : ∂DT → R as specified in [CP]+, and consider the sequence of Cauchy problems, given

by:

u
(m)
t −4u(m) = fm(um) on DT , (4.35)

u(m) = u0 on ∂DT , (4.36)

u(m) ∈ C2,1(DT ) ∩ C(D̄T ) ∩ L∞(D̄T ), (4.37)

for m ∈ N and fm : R→ R given by

fm(u) =


0, u ≤ 0

m1−pu, 0 ≤ u ≤ 1
m

up, u ≥ 1
m ,

(4.38)

with 0 < p < 1. For fixed m ∈ N we refer to the Cauchy problem given by (4.35)-(4.38) as [CP]m+ .

Lemma 4.4. For fixed u0 : ∂DT → R, there exists a unique solution to [CP]+ which we denote as u :

D̄∞ → R. Moreover, for each m ∈ N, [CP]m+ has a unique solution u(m) : D̄∞ → R which satisfies

0 ≤ u(m)(x, t) ≤ u(m+1)(x, t) ≤ u(x, t) ≤ ((1− p)t+ ||u0||1−p∞ )1/(1−p) ∀(x, t) ∈ D̄∞, m ∈ N.

Additionally,

lim
m→∞

u(m)(x, t) = u(x, t) ∀(x, t) ∈ D̄∞. (4.39)

Proof. Existence of a solution to [CP]+ follows from [1, Theorem 1.11], and uniqueness follows from [1,

Corollary 2.18]. Existence and uniqueness of solutions to [CP]m follows from standard theory since [CP]+ is

a priori bounded on D̄T for each T > 0 and fm is locally Lipschitz continuous (see for example [7]). Since

fm are locally uniformly Hölder continuous for all m ∈ N, by following the argument used to establish [1,

Theorem 1.7] with the sequence defined by (4.35)-(4.38) above (instead of [1, (1.8)n]) demonstrates that

(4.39) holds.

Immediately from Lemma 4.4 we have,

Corollary 4.5. Let u(m) : D̄∞ → R be as in Lemma 4.4. Then,

sup
m∈N

u(m)(x, t) > ((1− p)t)1/(1−p) ∀(x, t) ∈ D∞.
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Proof. From [1, Lemma 2.2] it follows that u(x, t) > ((1 − p)t)1/(1−p) for all (x, t) ∈ D∞. The result then

follows from (4.39).

From Lemma 4.4 and Corollary 4.5 we can establish that solutions to (P) with 0 < α < (1 − p)1/(1−p)

have zeros in any neighbourhood of ∞.

Lemma 4.6. Let w : [0,∞) → R be a solution to (P) with 0 < α < (1 − p)1/(1−p). Then, for any η∗ > 0,

there exists η ∈ [η∗,∞) such that w(η) = 0.

Proof. Suppose that for some η∗ > 0 that w(η) 6= 0 for all η ∈ [η∗,∞). Now, define u : Ω∗ ×
[
0, 1

2

]
→ R as

u(x, t) =

∣∣∣∣∣w
(

|x|(
t+ 1

2

)1/2
)∣∣∣∣∣ (t+ 1

2

)1/(1−p) ∀(x, t) ∈ Ω∗ ×
[
0, 1

2

]
, (4.40)

with Ω∗ := Rn \Bη∗(0) and with Br(x) representing the Euclidean ball in Rn of radius r centred at x ∈ Rn.

It follows immediately from (4.40) and the supposition, that

ut −4u− fm(u) = up − fm(u) ≥ 0 on Ω∗ ×
[
0, 1

2

]
, (4.41)

u ≥ g on ∂Bη∗(0)×
[
0, 1

2

]
, (4.42)

u ≥ 0 on Ω∗ × {0}, (4.43)

u ∈ C2,1
(
Ω∗ ×

(
0, 1

2

])
∩ C

(
Ω∗ ×

[
0, 1

2

])
∩ L∞

(
Ω∗ ×

[
0, 1

2

])
, (4.44)

with constant g > 0 given by

g := inf
η∈[η∗,

√
2η∗]
|w(η)|

(
1

2

)1/(1−p)

,

and fm given by (4.38). Now, set u : D̄∞ → R to be u := u(m), with u(m) as in Lemma 4.4 for some m ∈ N

and fixed u0 : ∂DT → R given by

u0(x, 0) =


g
2e
−1/(η∗−|x|), |x| ≤ η∗

0, |x| ≥ η∗.
(4.45)

Since 0 ≤ u0 ≤ g
2 on ∂DT , it follows immediately from Lemma 4.4 and (4.45), that

ut −4u− fm(u) = 0 ≤ 0 on Ω∗ × (0, T ], (4.46)

u ≤ g on ∂Bη∗(0)× [0, T ], (4.47)

u = 0 on Ω∗ × {0}, (4.48)

u ∈ C2,1(Ω∗ × (0, T ]) ∩ C(Ω∗ × [0, T ]) ∩ L∞(Ω∗ × [0, T ]), (4.49)

with

T = min

{
1

2
,

g1−p

(1− p)

(
1−

(
1

2

)1−p
)}

.
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Therefore, from (4.41)-(4.44) and (4.46)-(4.49) respectively, it follows that u and u can be taken to be

a bounded regular supersolution and a bounded regular subsolution on the Ω
∗ × [0, T ] in [9, Theorem 4.4]

(since fm is locally Lipschitz continuous), and hence

u ≤ u on Ω
∗ × [0, T ]. (4.50)

Since m ∈ N used to define u is arbitrary, via (4.40), (4.50) and Corollary 4.5, it follows that∣∣∣∣∣w
(

|x|(
t+ 1

2

)1/2
)∣∣∣∣∣ (t+ 1

2

)1/(1−p) ≥ sup
m∈N

um(x, t) > ((1− p)t)1/(1−p) ∀(x, t) ∈ Ω∗ × (0, T ]. (4.51)

Inequality (4.51) implies that w(η) 6→ 0 as η → ∞, which contradicts Theorem 3.10. Hence, for every

η∗ > 0, there exists some η ∈ [η∗,∞) such that w(η) = 0, as required.

To establish that the zeros of non-trivial solutions to (P) are isolated, we have

Lemma 4.7. Let w : [0,∞)→ R be a solution to (P) with 0 ≤ α < (1− p)1/(1−p). Suppose that there exists

η∗ > 0 such that (w(η∗), w′(η∗)) = (0, 0). Then, w ≡ 0 on [0,∞).

Proof. Without loss of generality, suppose that η∗ ∈ (0,∞) is the smallest value of η at which (w(η), w′(η)) =

(0, 0). Consider F : [0,∞)→ R as in (3.14), i.e.

F (η) = V (w(η), w′(η)) ∀η ∈ [0,∞).

It follows from the argument in Remark 3.5 that w ≡ 0 on [η∗,∞). Now, consider η ∈ [0, η∗). Via (3.15),

F ∈ C1((0,∞)) and satisfies,

F ′(η) = −
(

(n− 1)

η
+
η

2

)
(w′(η))2 = −2

(
(n− 1)

η
+
η

2

)(
F (η) +

w(η)2

2(1− p)
− |w(η)|1+p

(1 + p)

)
.

Thus,

F ′(η) + 2

(
(n− 1)

η
+
η

2

)
F (η) = −2

(
(n− 1)

η
+
η

2

)(
w(η)2

2(1− p)
− |w(η)|1+p

(1 + p)

)
. (4.52)

Since (w(η∗), w′(η∗)) = (0, 0) and w,w′ ∈ C1((0,∞)) it follows from (4.52) that there exists η∗ ∈ (0, η∗)

such that

F ′(η) + 2

(
(n− 1)

η
+
η

2

)
F (η) ≥ 0 ∀η ∈ (η∗, η

∗],

and so (
η2(n−1)e

1
2η

2

F (η)
)′
≥ 0 ∀η ∈ (η∗, η

∗]. (4.53)

Since F (η∗) = 0, an integration of (4.53) yields

F (η) ≤ 0 ∀η ∈ (η∗, η
∗]. (4.54)

Since V ≥ 0 in a sufficiently small neighbourhood of (0, 0) it follows that (4.54) and our supposition that

w ≡ 0 on [η∗, η
∗] which contradicts the definition of η∗. Therefore, it follows that α = 0 and via Remark

3.5, w ≡ 0 on [0,∞), as required.
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We conclude from Lemmas 4.6 and 4.7 that solutions to (P) with 0 < α < (1−p)1/(1−p) do not have non-

isolated zeros in [0,∞), but have infinitely many isolated zeros in [η∗,∞) for any η∗ ∈ [0,∞) i.e. solutions

to (P) with 0 < α < (1− p)1/(1−p) oscillate as η →∞.

5. Conclusion

The proof of Theorem 1.1 follows directly from Theorem 3.14, Theorem 4.3, Lemma 4.6 and Lemma 4.7.

Moreover, the proof of Theorem 1.2 now follows directly from Theorem 1.1 and (2.1).

As a consequence of the theory developed in this paper, we state the following improvements to the theory

concerning homoclinic connections in [13] that can be established using analogous arguments to those given

in this paper (for (α, β) ∈ Ωc∗(p) \ {(0, 0)}): the solution to problem [13, (P)] is unique; the problem [13,

(P)] is continuously dependent on its data; and solutions to [13, (P)] oscillate as η → ±∞. This addresses

one outstanding query in the conclusion of [13]. However the conjectured decay estimate for solutions to

(P) as η →∞ remains open.

We highlight here that the novel approach to establish that solutions to (P) oscillate as η → ∞ was

motivated by an apparent lack of sufficient conditions on solutions to (P) to apply Sturmian oscillation

theory. Specifically, the decay bounds established in Theorem 4.3, when used in conjunction with Sturmian

oscillation theory for second order linear ordinary differential equations (see, for example [16, p.42-46] or

[6]) appear to be insufficient to establish the oscillatory properties of solutions to (P). In this direction, we

note that if one could establish that solutions to (P) decay sufficiently rapidly, for instance,

|w(η)| ≤ (16− ε)1/(1−p)

η2/(1−p) as η →∞, (5.1)

for some ε > 0, then one could use the aforementioned oscillation theory to establish that solutions to (P)

oscillate as η →∞. We also note here that an attempt refine Theorem 4.3 to establish the decay bound in

(5.1) was undertaken by explicitly retaining the constants ci in the proof of Theorem 4.3 and passing to the

limit as m→∞, but this was unsuccessful.

Now that the oscillatory properties of solutions to (P) as η → ∞ have been established, a decay esti-

mate for solutions to (P), as motivated by the formal estimate in [13], can potentially be established, thus

classifying the remaining important property of solutions to (P) for 0 < α < (1− p)1/(1−p).

Finally, we highlight a fundamental issue that arises from the previous consideration of [CP]. Consider

the Cauchy problem given by (1.1), (1.3) and

u0 = wα(|x|) ∀(x, 0) ∈ ∂DT , (5.2)

with wα : [0,∞)→ R the solution to (P) with 0 < α < (1−p)1/(1−p). Immediately we infer that the Cauchy

problem given by (1.1), (5.2) and (1.3) has a global solution u : D̄∞ → R, given by

u(x, t) = wα

(
|x|

(t+ 1)1/2

)
((1− p)(t+ 1))1/(1−p) ∀(x, t) ∈ D̄∞.
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However, uniqueness (and consequently continuous dependence on initial data) of solutions to the Cauchy

problem given by (1.1), (5.2) and (1.3) is not trivially settled. A method which determines whether or not

uniqueness holds for the Cauchy problem given by (1.1), (5.2) and (1.3) would be a useful addition to the

methods available for well-posedness results for boundary value problems for nonlinear parabolic partial

differential equations.
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