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2-MINIMAL SUBGROUPS OF MONOMIAL, LINEAR
AND UNITARY GROUPS

CHRIS PARKER AND PETER ROWLEY

Abstract. This paper gives a detailed and explicit description
of all the 2-minimal subgroups for the finite linear and unitary
groups defined over fields of odd characteristic. Also the 2-minimal
subgroups of all the subgroups of these groups which contain the
special linear and special unitary subgroups are described. For a
finite group G, a subgroup P of G is 2-minimal if B < P , where
B = NG(S) for some Sylow 2-subgroup S of G, and B is contained
in a unique maximal subgroup of P . The 2-minimal subgroups
of certain monomial groups, which play an important role in this
work, are also determined.

1. Introduction

In one fell swoop, with the inauguration of the theory of buildings,
Tits [48] introduced a geometric perspective to the study of groups of
Lie type. Previously, at the hands Chevalley [16], Steinberg [45] and
Ree [36, 37], this class of groups had been given a unified treatment
as certain groups of automorphisms of Lie algebras and fixed points of
automorphisms of algebraic groups. The utility of buildings was amply
demonstrated in [48] where groups with a spherical BN -pair of rank
at least 3 are classified. Buildings are important in the study of other
classes of groups such as the simple algebraic groups and, with the
emergence of twin buildings, Kac-Moody type groups [50]. The various
successes of the theory of buildings (see for example [41], [49], [33]) have
led to attempts to widen the underlying ideas of buildings to obtain
geometric information about other simple groups, with a particular
eye upon the sporadic finite simple groups. Early contributions to this
endeavor were made by Buekenhout [14], Ronan and Smith [38, 39] and
Ronan and Stroth [40].

Here we shall be interested in finite groups. So suppose that G is a
finite group, p is a prime number and S a Sylow p-subgroup of G. Set
B = NG(S). A subgroup P of G which properly contains B is called
a p-minimal subgroup of G (with respect to B) if B is contained in a
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unique maximal subgroup of P . Put

M(G,B) = {P | B < P ≤ G and P is p-minimal}
and

LL(G,B) = {H | B ≤ H ≤ G}.
So LL(G,B) is the set of over-groups of B in G, and clearlyM(G,B) ⊆
LL(G,B). Now suppose that G is a group of Lie type whose character-
istic is p. Then the associated building of G is the simplicial complex
obtained from the poset on {Hg | g ∈ G,H ∈ LL(G,B)} given by re-
verse containment. The notion of a building may be rephrased in terms
of chambers (see [49]). With this reinterpretationM(G,B) is precisely
the set of stabilizers of the panels of the chamber corresponding to B.
The subgroups in M(G,B) in this context are called minimal para-
bolic subgroups and for each P ∈ M(G,B), B is actually a maximal
subgroup of P . Indeed, for any H ∈ LL(G,B) \ {G} we also have
that Op(H) 6= 1 (see [10]); that is H is a p-local subgroup of G which
explains the choice of LL for local lattice.

Now assume that G is an arbitrary finite group. Attempts to general-
ize buildings, mentioned above, have used various subsets of LL(G,B)
as a means of passing to a geometric object in the spirit of build-
ings. Much attention has been focussed upon subsets of M(G,B). An
important notion is that of a minimal parabolic system – a subset
{P1, . . . , Pm} ofM(G,B) is a minimal parabolic system for G (of rank
m) if G = 〈P1, . . . , Pm〉 and no proper subset of {P1, . . . , Pm} gener-
ates G. The minimal parabolic systems for the sporadic simple groups
are collated in Ronan and Stroth[40] for all cases when S is non-cyclic
(though they also require Op(Pi) 6= 1 for i = 1, . . . ,m). While Lemp-
ken, Parker and Rowley in [27] determined all the minimal parabolic
systems when G is a symmetric group and p = 2. For further work in
this direction see Covello [17], Magaard [29] and Rowley and Sanita[42].
Unlike the case of Lie type groups of characteristic p, in other groups,
such as the sporadic simple groups and the symmetric groups, there is
not usually a unique minimal parabolic system.

Lattices of subgroups have long been of interest. For some indication
of earlier work see Suzuki [46] and Schmidt [44]. A recent topic of
interest was suggested by a theorem of Pálfy and Pudlák [34] raising
the question as to whether each nonempty finite lattice is isomorphic
to an over-group lattice for some subgroup of some finite group.The
answer is almost certainly negative – for investigations into this and
related questions see Aschbacher [4, 5, 6], Aschbacher and Shareshian
[8] and Feit [20]. The set M(G,B) has some relevance to this type
of question as it is the case that for any H ∈ LL(G,B) \ {B} we
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have that H = 〈P | P ∈ M(H,B)〉 (see Lemma 3.2) and therefore
the subgroups in M(G,B) ⊇ M(H,B) in a certain sense control the
lattice of subgroups of G above B. In [7], Aschbacher determined those
non-abelian simple groups which have the property that a Sylow 2-
subgroup is contained in a unique maximal subgroup. This of course
enumerates those simple groups G for which LL(G,B) has a unique
maximal member when p = 2.

One of the main purposes of this paper, and its successors, is to de-
scribe all of the 2-minimal subgroups for the finite groups of Lie type.
A secondary aim is to then probe the minimal parabolic systems. If the
characteristic of the Lie type group is also 2, then we just have the panel
stabilizers and these subgroups are well understood. Thus we focus our
attention upon Lie type groups of odd characteristic. We begin with
the general linear and unitary groups, using the usual notation GLεn,
ε = ±, to denote these two classes simultaneously. However, before
stating our first theorem, we briefly discuss some classes of subgroups,
detailed definition being given in later sections. For G = GLεn(q) where
q = pa is odd, a certain Sylow 2-subgroup S of G was described by
Carter and Fong [15] (see also Theorem 5.1). Using this description
when q ≡ ε (mod 4) we may view S within H, a subgroup of G which
is identified as a wreath product GLε1(q) oSym(n) As a consequence the
2-minimal subgroups, called fusers and linkers, appearing in [27] meta-
morphosis into 2-minimal subgroups of G. Such subgroups we also refer
to as fusers and linkers, denoting the set of them respectively by F
and L. The base group of H also contributes to our haul of 2-minimal
subgroups yielding the set T of so-called toral 2-minimal subgroups.
Similar 2-minimal subgroups are present when q ≡ −ε (mod 4). These
monomial subgroups arise in NG(A) where A is a certain abelian sub-
group introduced at the beginning of Section 5. A further source of
2-minimal subgroups arises from the parabolic subgroups of G (para-
bolic being used in the traditional sense) when ε = +. These subgroups
have non-trivial p-radicals and so are referred to as radical 2-minimal
subgroups. We let R denote the set of all such 2-minimal subgroups
of G. When n is odd and ε = − the radical 2-minimal subgroups are
replaced by a family of unitary 2-minimal subgroups and these we de-
note by U . Two additional classes of 2-minimal subgroups of G, denoted
by Q and S, and called quaternion and ε-linear force their attention
upon us. They owe their ancestry to small dimensional linear and uni-
tary groups which are themselves 2-minimal. So now to our first main
result.
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Theorem 1.1. Suppose that G = GLεn(q) where n ≥ 2 and q = pa is
odd. Let S ∈ Syl2(G) and set B = NG(S). Then

M(G,B) = T ∪ F ∪ L ∪Q ∪ S ∪R ∪ U .

As to whether any of the above sets of 2-minimal subgroups are
empty depends upon certain specified conditions on ε, n and q. For a
comprehensive overview of the setM(G,B) in Theorem 1.1 see Tables 1
and 2. Although there is a deal of complexity in their definition, par-
ticularly of the toral 2-minimal subgroups, the overall list of 2-minimal
subgroups is pleasingly short. Moreover, aside from the congruences
of q (mod 8), the 2-minimal subgroups not in T are defined without
reference to the underlying field. A further noteworthy feature is that
the groups in M(G,B) for G = GLεn(q) are for the most part soluble
groups, and these soluble groups have a very restricted structure.

The description of the 2-minimal subgroups of the special linear and
special unitary groups for n > 2 is covered in the next theorem. For
unexplained notation appearing in this theorem see later, particularly
Sections 2, 5, 9 and 11.

Theorem 1.2. Suppose that G = GLεn(q) where n > 2 and q = pa

is odd. Assume that H is a subgroup of G containing SLεn(q). Let S ∈
Syl2(G), B = NG(S) and let P ∈M(H,B ∩H). Set k = |G : HZ(G)|
and let GF(q2

0) be the minimal subfield of GF(q2) containing all the kth

powers of elements of GF(q2). Then one of the following holds.

(i) PB ∈M(G,B) and P = PB ∩H.
(ii) n = 2n1+2n2 and P ≤ P (n1+n2) where F = {P (n1+n2)}. Fur-

thermore, there are |G : HZ(G)S| H-conjugacy classes of sub-
groups P ∈M(P (n1+n2)∩H,B∩H) with P (n1+n2)CG(A) =
PCG(A).

(iii) ε = −, q ≡ 1 (mod 4), n = 2n1 + 1, q 6= q0, P ∈ M(U(n1) ∩
H,B ∩H) and P ∼= (GU2n1+1(q0) ◦ (q+ 1))∩H. Furthermore,

there are
(
q+1
q0+1

, k
)
H-conjugacy classes of such subgroups in

U(n1).
(iv) n = 4, (q − ε)2 ≤ 4, |G/H| is even and one of the following

holds
(a) k ∈ {2, 4} and P ∈M(Q(2)∩H,B∩H) and |P/Zn1 | = 3 ·

29/k. There are two H-conjugacy classes of such subgroups
contained in Q(2) ∩H;

(b) (q−ε)2 = 2, q ≡ 1, 7 (mod 8), P ∈M(S(4, 2)∩H,B∩H)
and P ∼= ((q − ε) ◦ Sp4(pa2) : 2) ∩ H. There are two H-
conjugacy classes of such subgroups in S(4, 2)∩H and they
intersect in a subgroup of (GL2(q) o Sym(2)) ∩H; and
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(c) (q−ε)2 = 2, q ≡ 3, 5 (mod 8), P ∈M(S(4, 2)∩H,B∩H)
and P ∼= (21+4

− .Sym(5) ◦ (q − ε)) ∩ H. There are two H-
conjugacy classes of such subgroups and the unique maxi-
mal subgroup of P containing B ∩H is one of the groups
in (a).

(v) G = GU3(5), |G/H| ∈ {3, 6}, and P ∼= 3.Mat(10). There are
three H-conjugacy classes of such subgroups.

Notice that in part (iii) of Theorem 1.2, the requirement that q 6= q0

is a stringent condition in that, for example, if n is small in comparison
to q, then we usually have q = q0 in which case the subgroup U(n1)∩H
is captured in part (i) of Theorem 1.2.

We point out one immediate consequence of Theorem 1.2.

Corollary 1.3. Assume that G, H and B are as in Theorem 1.2. If
P ∈M(G,B), then P ∩H ∈M(H,B∩H) unless one of the cases (ii)
to (v) of Theorem 1.2 occurs. In particular, this holds provided there
are at least three parts in the 2-adic decomposition of n.

The proof of Theorem 1.2 depends on showing that almost all 2-
minimal subgroups of H are normalized by B and then with the aid of
Lemma 3.7 and Theorem 5.1 the 2-minimal subgroups for H are just
intersections with H of the members of M(G,B) as given in Theo-
rem 1.1.

We remark that, in the set-up of Theorems 1.1 and 1.2 we clearly
have Z(G) ≤ B and thus these theorems directly yield the 2-minimal
subgroups of PGLεn(q) and PSLεn(q).

Next we describe the layout of this paper and the main features of
the proof of Theorem 1.1. As already mentioned, the wreath product
subgroups appearing in [15] demand our attention. Thus in Section 2
we set up notation enabling us to describe explicitly the 2-minimal sub-
groups of the symmetric groups. In Section 4, for E cyclic of odd order
and X a symmetric group we analyze the wreath product H = E oX–
we sometimes call such groups monomial groups. But also observe that,
in another guise they are complex reflection groups (denoted G(m, 1, n)
in Shephard and Todd’s list [43]). The S-module structure of the base
group of H is the main focus here resulting in subgroups of the form
U(ni; s

c; j). These subgroups in turn give birth to the toral 2-minimal
subgroups. Also, but with less technicalities, the linker and fuser 2-
minimal subgroups are introduced in this section.

Section 3 is a repository for general results on p-minimal subgroups
(for p an arbitrary prime) which are needed in this paper. A number
of these play a critical role in our proofs. For example Lemma 3.13
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means that 2-minimal subgroups behave very well with respect to direct
products, and hence facilitates certain induction arguments.

The proof of Theorem 1.1 begins in Section 5, with further notation
relating to S, B, and the standard vector space of GLεn(q), and gathers
pace in the ensuing sections with the proof being completed in Sec-
tion 11. The penultimate section is devoted to proving Theorem 1.2,
while the final section catalogues the 2-minimal subgroups of PSL2(q),
when q is odd.
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2. Preliminaries

As intimated in Section 1, Section 4 sees us probing the 2-minimal
subgroups of monomial groups, that is wreath products E o Sym(n)
where E is cyclic of odd order and Sym(n) is the symmetric group of
degree n. Accordingly, we need to assemble appropriate notation re-
lating to Sym(n) and its 2-minimal subgroups. So let Ω be a set of
cardinality n ≥ 1 and fix the following notation for the 2-adic decom-
position of n:

n = 2n1 + 2n2 + · · ·+ 2nr where n1 > n2 > · · · > nr ≥ 0.

Set X = Sym(Ω), the symmetric group on Ω, and let T be a fixed
Sylow 2-subgroup of X. Now T has r orbits on Ω, and we denote these
orbits by Ω1, Ω2, . . . ,Ωr where |Ωi| = 2ni . Putting I = {1, . . . , r}, we
have that

T = Tn1 × Tn2 × · · · × Tnr

where, for i ∈ I, Tni
∈ Syl2(Sym(Ωi)). Observe that T0 is the trivial

group. From [23, Satz 15.3, p. 378] we have that each Tni
is an iterated

wreath product of ni cyclic groups of order 2 and that NX(T ) = T .
Thus, we note, for j, k ≥ 0,

Tnj
o Tnk

= Tnj+nk
.
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We next introduce two types of subgroups of X. Let i ∈ I. Then,
for j ∈ {1, . . . , ni − 1}, let Σni;j be the collection of T -invariant block
systems of Ωi consisting of sets of order 2k where k ∈ {0, . . . , ni} \ {j},
and define

X(ni; j) = StabSym(Ωi)(Σni;j)× (
∏

`∈I\{i}

Tn`
).

Put
L(X,T ) = {X(ni; j) | i ∈ I, j ∈ {1, . . . , ni − 1}}.

The subgroups in L(X,T ) are called linkers as they link block systems
together and so generating subgroups using linkers we create groups
which preserve fewer block systems of Ω.

For i, j ∈ I, with i < j (so nj < ni) set Λni+nj
= Ωi ∪ Ωj. Let Γi

be the collection of all block systems for T on Ωi and Γj the collection
of all block systems of T on Ωj. We define Σni+nj

to be the collection
of T -invariant systems of subsets of Λni+nj

which are the union of one
block system from Γi and one from Γj with the proviso that the blocks
of the two chosen block systems have equal numbers of elements. Then

X(ni + nj) = StabSym(Λni+nj )(Σni+nj
)× (

∏
k∈I\{i,j}

Tnk
)

and we set

F(X,T ) = {X(ni + nj) | i, j ∈ I, i < j}.
The subgroups in F(X,T ) are called fusers and we note that Ωi ∪ Ωj

is an X(ni + nj)-orbit on Ω.

Theorem 2.1. Assume that Ω is a set with |Ω| > 2, X = Sym(Ω) and
T ∈ Syl2(X). Then M(X,T ) = L(X,T ) ∪ F(X,T ).

Proof. This is proved in [27, Theorem 1.1]. �

In our investigations of monomial groups, or subgroups of GLεn(q)
where subgroups isomorphic to Sym(n) can be identified the above
notational conventions will be employed. So the use of X as a subgroup
alerts us to the fact that X ∼= Sym(n) and that (unless indicated
otherwise) all the accompanying notation ni, r, I, X(ni; j), X(ni+nj),
T and Tni

will be used. From time to time, we shall also use subscripts
to indicate the size of the set upon which X is acting. So in these cases
we write Xn for example.

At this point we also note that [3] will be our bible for standard
group theoretic notation. We follow the Atlas [18] conventions for
describing the shapes of groups. As we have seen, we use Sym(n) to
denote the symmetric group of degree n, and we further write Alt(n)
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for the alternating group of degree n and Mat(10) for the “Mathieu
group of degree 10”.

Definition 2.2. For ` a positive integer `2 denotes the largest 2-power
which divides ` and Π(`) is the set of all odd prime powers greater than
1 which divide `.

As an example illustrating Definition 2.2, if ` = 180, then `2 = 22

and
Π(`) = {3, 32, 5}.

Our next theorem plays an invaluable role in determining the struc-
ture of 2-minimal linker subgroups of monomial groups.

Theorem 2.3. Suppose G is a finite soluble group, Q is a nilpotent
normal subgroup of G with K and L subgroups of G. Assume that

(i) no G-chief factor of G/Q is G-isomorphic to a G-chief factor
of Q; and

(ii) K and L are supplements to Q in G with K ∩Q = L ∩Q.

Then K and L are G-conjugate.

Proof. See [35]. �

Lemma 2.4. Suppose that X ∼= Sym(n) and E is a cyclic group of odd
order. Let H = E oX and F be the base group of H. Considering F as
a ZX-module, we have H1(X,F ) = 0.

Proof. Let X1 ≤ X be a one-point stabilizer of X. So X1
∼= Sym(n−1).

Then we can consider E as a trivial ZX1-module. With this interpreta-
tion we have F = IndXX1

(E). Since |E| is odd, we have H1(X1, E) = 0.
Now the result follows from Shapiro’s Lemma [12, Proposition III.6.2].

�

Lemma 2.5. Let E be a cyclic group of odd order, n a natural number
and X = Sym(n). Let H = E o X, F be the base group of H and
[F,X]CF (X) ≤ Y ≤ F . Then Y X contains exactly |F/Y | conjugacy
classes of complements to Y .

Proof. We view Y and F as ZX-modules. By Lemma 2.4 H1(X,F ) = 0.
We have a short exact sequence of X-modules 0→ Y → F → F/Y →
0. Hence by [12, Proposition III.6.1 (ii)] we have a long exact sequence
which starts

0 → H0(X, Y )→ H0(X,F )→ H0(X,F/Y )→ H1(X, Y )

→ H1(X,F )→ . . . .

By [12, III.1.8] H0(X,F ) ∼= H0(X, Y ) ∼= CF (X) and H0(X,F/Y ) ∼=
CF/Y (X) ∼= F/Y . Hence the map H0(X,F )→ H0(X,F/Y ) is the zero
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map and as H1(X,F ) = 0, the map H0(X,F/Y ) → H1(X, Y ) is an
isomorphism. Hence |H1(X, Y )| = |Y/F | and the result now follows
from [3, 17.7] or [12, Proposition III.2.3]. �

Lemma 2.6. Let E be a cyclic group of odd order, n a natural number
and X = Sym(n). Let H = E oX and F be the base group of H. Assume
that K is a subgroup of H with KF = H. Then K contains a conjugate
of X.

Proof. We proceed by induction on |E|. Suppose that p is a prime which
divides |E| and set Ep = E/Ep. If |Ep| 6= 1, then the result follows by
induction applied to Ep o X and Ep o X. Hence we may assume that
|E| = p and |F | = pn. Let V = [F,H] and Z = Z(H). Assume that
K1 ≤ K has minimal order subject to K1F = H. Obviously if K1 = H
we are done. Hence K1 < H. If K1 ≥ V , then K1/V ∼= X. Hence, as p
is odd, K1 = XV and we are done. It follows that K1 ∩ F ≤ Z. Hence
K1Z/Z ∼= Sym(n). Since p is odd and the Schur multiplier of Sym(n)
is a 2-group, the minimal choice of K1 implies that K1 is a complement
to F in X. Now Lemma 2.5 yields K1 and X are conjugate. This proves
the claim. �

Finally in this section we have the following elementary lemma.

Lemma 2.7. Suppose that H is a normal subgroup of a finite group
G. Let S ∈ Sylp(G) and R = S ∩H. If NG(S) = NG(R), then S is the
unique Sylow p-subgroup of G which contains R.

Proof. Using the Frattini Argument we have |G : NG(S)| = |NG(R)H :
NG(R)| = |H : NH(R)|. Hence the map T 7→ T ∩ H is a bijection
between Sylp(G) and Sylp(H). �

3. p-minimal subgroups

In this section p is a prime, G is a finite group, S a Sylow p-subgroup
of G and B = NG(S). We recall that a subgroup P of G containing B
is called p-minimal so long as P 6= B and B is contained in a unique
maximal subgroup of P and we denote the set of p-minimal subgroups
of G containing B by M(G,B).

Lemma 3.1. If H and K are G-conjugate subgroups of G which con-
tain B, then H = K.

Proof. Let g ∈ G be such that Hg = K. Then both S and Sg
−1

are
Sylow p-subgroups of H. By Sylow’s Theorem there exist h ∈ H such
that g−1h = b ∈ B. So g = hb−1 ∈ H which means that K = Hg =
H. �
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Lemma 3.2. Either G is p-closed or G = 〈M(G,B)〉. In particular,

G = 〈Op′(Y ) | Y ∈M(G,B)〉B.

Proof. Assume that G is a minimal counterexample to the statement
that G = 〈M(G,B)〉 and that G is not p-closed. ThenM(G,B) is not
empty and G > 〈M(G,B)〉. Suppose that U is a maximal subgroup of
G containing B. If U = B, then G ∈ M(G,B), and we have a contra-
diction. So, by the minimality of G, U = 〈M(U,B)〉. SinceM(U,B) ⊆
M(G,B), we have U ≤ 〈M(G,B)〉 < G. Hence U = 〈M(G,B)〉 is the
unique maximal subgroup of G containing B. Thus G ∈M(G,B) and
again we have a contradiction. For the final equality, we note that, if G
is p-closed, then G = B and otherwise M(G,B) is nonempty. In this
case B normalizes 〈Op′(Y ) | Y ∈M(G,B)〉 and therefore

〈Op′(Y ) | Y ∈M(G,B)〉B = 〈Op′(Y )B | Y ∈M(G,B)〉 = 〈M(G,B)〉 = G.

�

Definition 3.3. For H a group and X a group which admits an action
of H, we say that X is H-minimal provided X has a unique maximal
H-invariant subgroup.

So a p-minimal group P is a B-minimal group where B acts on P
by inner automorphisms.

Lemma 3.4. Suppose that P = BK ∈ M(G,B) for some normal
subgroup K of P of order coprime to p. Then P = B[K,S] and [K,S]
is B-minimal. If additionally, [K,S] is nilpotent, then it is an r-group
for some prime r.

Proof. Set L = [K,S]. ThenK = CK(S)L and so P = BK = BCK(S)L =
BL asB∩K = CK(S). Assume that L1 and L2 are maximalB-invariant
subgroups of L. Then BL1 and BL2 are both subgroups of P . If, say,
P = BL1, then we have

L ≤ P ∩K = BL1 ∩K = L1(B ∩K)

which yields the contradiction

L = [L, S] ≤ [L1(B ∩K), S] = [L1CK(S), S] ≤ L1.

Therefore BL1 and similarly BL2 are both proper subgroups of P con-
taining B. Hence BL1 and BL2 are both contained in the unique max-
imal subgroup of P containing B. Thus B〈L1, L2〉 is a proper subgroup
of P . Hence by maximality L1 = L2 and so L is B-minimal.

Finally, assuming that L is nilpotent, as L is B-minimal, we conclude
that it must be an r-group for some prime r. �
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Lemma 3.5. Suppose that K is a normal subgroup of G and P ∈
M(G,B). Assume that PK 6= BK and that P > U ≥ B is the unique
maximal subgroup of P containing B. Then PK/K ∈M(G/K,BK/K)
and UK/K is the unique maximal subgroup of PK/K containing BK/K.

Proof. First observe that P > B(P ∩ K) and that PK/K does not
normalize SK/K by the Frattini Argument. Hence B(P ∩K) is con-
tained in U . Then U/(P ∩ K) is the unique maximal subgroup of
P/(P ∩K) which contains B(P ∩K)/(P ∩K). Hence BK/K is con-
tained in a unique maximal subgroup of PK/K and so PK/K ∈
M(G/K,BK/K). �

Lemma 3.6. Suppose that K is a normal subgroup of G and G/K is
p-minimal. Then there exists P ∈M(G,B) such that G = PK.

Proof. By the Frattini Argument BK/K = NG/K(SK/K). Therefore
Lemmas 3.2 and 3.5 give the result. �

Lemma 3.7. Suppose that K is a normal subgroup of G and R = S∩K.
Assume that P ∈ M(K,NK(R)) and PB is a group. If B ∩ K =
NK(R), then PB ∈M(G,B).

Proof. First we observe that

B ∩ P = B ∩ P ∩K = P ∩NK(R) = NK(R).

Also PB ∩K = P (B ∩K) = PNK(R) = P and so P is normal in PB.
Now suppose that M is a proper subgroup of PB containing B. Then
M = B(M ∩ P ) and M ∩ P < P . Since M ∩ P ≥ B ∩ P = NK(R),
we have that M ∩ P ≤ U where U is the unique maximal subgroup of
P containing NK(R). Since B normalizes both NK(R) and P and U is
the unique maximal subgroup of P containing NK(R), we get that B
normalizes U and M ≤ UB < PB. Thus UB is the unique maximal
subgroup of PB containing B. Hence PB ∈M(G,B) �

In the next lemmas, we note that M(B,B) is the empty set.

Lemma 3.8. Suppose that K is a normal subgroup of G and P ∈
M(G,B). Then either

(i) P ∈M(BK,B); or
(ii) PK/K ∈M(G/K,BK/K) and P ∈M(NG(S ∩K), B).

In particular, M(G,B) =M(BK,B) ∪M(NG(S ∩K), B).

Proof. Assume that P 6∈ M(BK,B). Then PK/K ∈M(G/K,BK/K)
by Lemma 3.5. Since S ∩ K ∈ Sylp(P ∩ K) and P ∩ K is a normal
subgroup of P , we have P = NP (S ∩ K)(P ∩ K) by the Frattini Ar-
gument. Thus, because NP (S ∩K) ≥ B and P is p-minimal, we now
have P = NP (S ∩K). Hence P ∈M(NG(S ∩K), B). �
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Lemma 3.9. Suppose that K is a normal subgroup of G and G =
BKCG(K). Assume that NK(S ∩ K) = B ∩ K and P ∈ M(G,B).
Then P ∈M(BK,B) ∪M(BCG(K), B).

Proof. Since B ∩K = NK(S ∩K) and G = BKCG(K), we infer that
NG(S ∩K) ≤ BCG(K). From Lemma 3.8 we have P ∈ M(BK,B) or
P ∈M(NG(S∩K), B). Hence P ∈M(BK,M)∪M(BCG(K), B). �

Definition 3.10. Let A be a group which acts on the group G and
P ∈ M(G,B). Then P is an A-immutable p-minimal subgroup of G
provided that for all α ∈ A, Pα ∈ M(G,B) implies Pα = P . We say
that G is A-immutable provided all the members of M(G,B) are A-
immutable. If G is Aut(G)-immutable, we say that G is p-immutable.

The next lemma highlights our interest and is the key property of
B-immutable normal subgroups of G.

Lemma 3.11. Suppose that K is a normal subgroup of G, G = BK,
R = S ∩K and NK(R) = B ∩K. If K is B-immutable, then the map
P 7→ P ∩K is a bijection between M(G,B) and M(K,NK(R)).

Proof. Let P ∈ M(G,B). Note that P ∩ K ≥ B ∩ K = NK(R). We
first show that P = BQ for some Q ∈ M(P ∩ K,NK(R)). We claim
that P ∩ K is not p-closed. For if it were, we get P ∩ K = B ∩ K,
whence

P = P ∩G = P ∩BK = B(P ∩K) = B,

a contradiction. Hence, by Lemma 3.2,

P ∩K = 〈Q | Q ∈M(P ∩K,NK(R))〉.

Since K is B-immutable and B leaves the set M(P ∩ K,NK(R)) in-
variant, B normalizes each Q ∈ M(P ∩ K,NK(R)) and so BQ ≤ P .
Since P is p-minimal, there exists Q ∈ M(P ∩ K,NK(R)) such that
QB is not contained in the unique maximal subgroup of P containing
B and therefore P = QB. Moreover

P ∩K = QB ∩K = Q(B ∩K) = Q.

Consequently the map P 7→ P ∩ K is a bijection from M(G,B) to
M(K,NK(R)). �

Lemma 3.12. Suppose that G is a group, H is a subgroup of G and
H0 = Z(G)H. Assume that R ∈ Sylp(H0). Then the assignment P 7→
P ∩H defines a bijection between M(H0, NH0(R)) and M(H,NH(R ∩
H)).
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Proof. First observe that R = (R ∩ Z(G))(R ∩ H) and NH0(R) =
Z(G)NH0(R∩H). Hence NH(R∩H) = H∩NH0(R). Since H is NH0(R)-
immutable, that P 7→ P∩H is a bijection follows from Lemma 3.11. �

Lemma 3.13. Suppose G = KL where K and L are normal subgroups
of G with K ∩ L = 1 and let P ∈ M(G,B). Assume that neither K
nor L is p-closed. Then either P ∩ K ∈ M(K,B ∩ K) or P ∩ L ∈
M(L,B ∩ L).

Proof. We have G = KL = BKCG(K) and, as S = (S ∩ K)(S ∩ L),
NK(S∩K) ≤ B. So B∩K = NK(S∩L) and B = (B∩K)(B∩L). Fur-
thermore, since CG(K) = Z(K)L and Z(K) ≤ B, we have BCG(K) =
BL. Hence, using Lemma 3.9, P ∈ M(BK,B) ∪ M(BL,B). Since
B = (B ∩K)(B ∩ L), K and L are B-immutable and so Lemma 3.11
completes the result. �

We now make some remarks concerning central products and projec-
tion maps. Suppose that K1, . . . , Kn are groups. Then a central product
of K1, . . . , Kn is the image of K1 × · · · ×Kn by a homomorphism with
a central kernel. If X = K1 . . . Kn is a central product by a homo-
morphism θ, then the projection of X to K1 is the composition of
the standard projection of X̄ = K1 × · · · ×Kn to K1 considered as a
homomorphism from X̄ to X̄ with θ.

Lemma 3.14. Suppose that G is a group and K is a normal subgroup
of G such that G = KB. Assume that K = K1K2 . . . Kn is a central
product and B acts on the set {K1, . . . , Kn} by conjugation. Let π1

be the projection map from K to K1. If Y ∈ M(K1, NK1(S ∩ K1)) is
NB(K1)-immutable, then π1(〈Y B〉) = Y .

Proof. Let g ∈ B. Then Y g ≤ Kg
1 = Kj for some 1 ≤ j ≤ n and, as g

normalizes S,

Y g ≥ NKj
(S ∩Kj).

If j 6= 1, then, as Y g centralizes S ∩K1,

π1(Y g) ≤ NK1(S ∩K1) ≤ Y.

If j = 1, then g normalizes K1 and, as Y is NB(K1)-immutable, Y g =
Y . Hence, as π1 is a homomorphism from K to K1, π1(〈Y B〉) = Y . �

The next lemma is of fundamental importance when we consider
p-minimal subgroups of wreath products.

Lemma 3.15. Suppose that G is a group and K is a normal subgroup
of G such that G = KB. Assume, additionally, that K = K1K2 . . . Kn

is a central product and B acts transitively on the set {K1, . . . , Kn} by
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conjugation. Let π1 be the projection map from K to K1 and assume
that

(a) π1(B ∩K) = NK1(S ∩K1); and
(b) K1 is NB(K1)-immutable.

Then we have the following.

(i) Let P ∈ M(G,B), and set L = π1(P ∩K). Then either P ∈
M(NG(S∩K), B) or P = 〈Op′(L)B〉B and L ∈M(K1, NK1(S∩
K1)).

(ii) If L ∈ M(K1, NK1(S ∩K1)) and P = 〈Op′(L)B〉B, then P ∈
M(G,B) and π1(P ∩K) = L.

In particular, there is a bijection between the sets

M(G,B) \M(NG(S ∩K), B) and M(K1, NK1(S ∩K1)).

Proof. Suppose first that P ∈ M(G,B) \ M(NG(S ∩ K), B) and set
P0 = P ∩K. Then P = P0B by Lemma 3.8. We have P0 ≥ B ∩K =
NK(S). Hence, by assumption (a), π1(P0) ≥ π1(B∩K) = NK1(S∩K1).
Set

R1 = 〈(S ∩K1)π1(P0)〉 ≤ π1(P0) ≤ K1

and

R = 〈RB
1 〉(S ∩K) ≤ K.

Then, as K is a central product of K1, . . . , Kn, R1 = 〈(S ∩K1)π1(P0)〉
is normal in P0 and so R is normal in P0. Since R is normal in P0, the
Frattini Argument delivers P0 = RNP0(S ∩K) and so

P = P0B = RNP0(S ∩K)B.

Since RB and NP0(S ∩ K)B are both subgroups of P containing B,
P 6≤ NG(S ∩K) and P ∈ M(G,B), we have P = RB. We now show
that L = π1(P0) ∈ M(K1, NK1(S ∩ K1)). Note that L ≥ R1NK1(S ∩
K1) = R1π1(B∩K) and so, as R1 is normal in L, the Frattini Argument
implies

L = R1NK1(S ∩K1).

Let Y ∈ M(L,NL(S ∩K1)) with Y 6= L and set Q = 〈(S ∩K1)Y 〉 =
Op′(Y ). Note that, as Y ≤ L = π1(P0) and S ∩ K1 ≤ P0, we have
Q ≤ P0. Because Y ∈M(K1, NK1(S ∩K1)) is NB(K1)-immutable and
K is a central product, Lemma 3.14 implies that

π1(〈Y B〉) = Y ≤ L.

It follows that

π1(〈QB〉(B ∩K)) ≤ Y < L = π1(P0)
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and so 〈QB〉(B ∩ K) < P0. In particular, 〈QB〉B is contained in the
unique maximal subgroup of P . Hence, if L 6∈ M(L,NL(S∩K1)), then

〈Op′(Y ) | Y ∈M(L,NL(S ∩K1))〉B < P,

but this contradicts

L = 〈Op′(Y ) | Y ∈M(L,NL(S ∩K1))〉π1(NK(S))

and 〈Op′(L), B〉 = P . We have shown that L = π1(P0) ∈M(K1, NK1(S∩
K1)) and P = 〈QB〉B. Hence (i) holds.

Now assume that P = RB whereR = 〈Op′(L)B〉 and L ∈M(K1, NK1(S∩
K1)). We have that P0 = P ∩K = R(B ∩K) and, as K1 is NB(K1)-
immutable, Lemma 3.14 gives π1(P0) = L. Let U be the unique max-
imal subgroup of L which contains NL(S ∩ K1). Assume that Y ∈
M(P,B). Then using part (i) either Y = NY (S∩K) or Y = 〈Op′(π1(Y ∩
K))B〉B. In the former case π1(Y ∩K) = NK1(S∩K1) ≤ U . So suppose
the second possibility arises. Then π1(Y ∩K) ≤ π1(P0) = L. If we have
equality, then Op′(π1(Y ∩K)) = Op′(L) and so Y = P which means that
P ∈ M(G,B). So we should assume, using (a), that π1(Y ∩K) ≤ U .
Then, for all Y ∈M(P,B), we have π1(Y ∩K) ≤ U . However,

P = 〈Y | Y ∈M(P,B)〉 = 〈B(Y ∩K) | Y ∈M(P,B)〉
and P0 = (B ∩K)〈Y ∩K | Y ∈ M(P,B)〉 = 〈Y ∩K | Y ∈ M(P,B)〉.
Since π1 is a homomorphism we now have that π1(P0) ≤ U < L =
π1(P0) which is absurd. This completes the proof. �

Lemma 3.16. Assume that H is a normal subgroup of G, R = S∩H ∈
Syl2(H), P ≤ H and P ≥ NH(R). Assume

(i) J = J1 × J2 is a normal subgroup of G with G permuting
{J1, J2} transitively;

(ii) R ∩ J = NJ(R ∩ J);
(iii) S = CS(J1)R; and
(iv) P = NH(R)(P ∩ J).

Then S normalizes P .

Proof. Set Y = CS(J1) and Q1 = 〈(R∩J1)P∩J〉. Then Q1 ≤ P ∩J1 and
is normalized by 〈P ∩ J,NNH(R)(J1), Y 〉. Condition (iii) implies that H
permutes {J1, J2} transitively.

Since NH(R) normalizes P ∩ J and P ∩ J ≤ NG(Q1), Q = 〈QNH(R)
1 〉

is normalized by NH(R)(P ∩ J) which by (iv) is equal to P . Note that
(iv) together with (ii) also implies that

NP (R ∩ J) = NP (R ∩ J) ∩NH(R)(P ∩ J) = NH(R)NP∩J(R ∩ J)

= NH(R)(R ∩ J) = NH(R).
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Since R ∩ J1 ≤ Q1 and, by (i) and (iii), R ∩ J = (R ∩ J1)(R ∩ J2) ≤
Q ≤ J ∩P , we have that R∩ J ∈ Syl2(Q). Thus the Frattini argument
gives

P = NP (R ∩ J)Q = NH(R)Q.

Furthermore, we have Y normalizes Q1 and, as H and R are normalized
by S, Y normalizes NH(R) and so Y normalizes Q. As S = Y R, S
normalizes Q. Since S normalizes NH(R) by (iii), we have S normalizes
P , as claimed. �

4. 2-minimal subgroups in monomial groups

Recall that Tm is a Sylow 2-subgroup of Sym(2m) as described in
Section 2. Also the definition of H-minimal groups is given in Defini-
tion 3.3.

Lemma 4.1. Let s be an odd prime and b and m be positive inte-
gers. Suppose that U = 〈u1, . . . , u2m〉 is a homocyclic group of rank
2m and exponent sb. Let T = Tm ∈ Syl2(Sym(2m)) permute the set
{u1, . . . , u2m} of generators of U naturally and thereby realize T as a
subgroup of Aut(U). For 0 ≤ j ≤ m, define

Uj = Uj(s
b) = 〈(

2m−j∑
i=1

ui − u2m−j+i)
T 〉

where, by convention, all elements uk with k > 2m are ignored. Then

(i) U0 = CU(T ) is cyclic of order sb and, for 1 ≤ j ≤ m, Uj is
homocyclic of rank 2j−1 and exponent sb;

(ii) U = ⊕mj=0Uj;
(iii) the centralizer in T of Uj is the base group of T when T is

viewed as the wreath product Tj o Tm−j; and
(iv) the set {Uj(sc) = sb−cUj | 0 ≤ j ≤ m, 1 ≤ c ≤ b} comprises all

the non-zero T -minimal subgroups of U .

Proof. We prove the result by induction on m noting that it is easy to
check for m = 1. So we now assume that m > 1. Let

R = 〈(1, 2), (3, 4), . . . , (2m − 1, 2m)〉
be the base group of T . Then [U,R] = 〈u1 − u2, . . . , u2m−1 − u2m〉
and CU(R) = 〈u1 + u2, . . . , u2m−1 + u2m〉. Thus Um = [U,R] and U =
CU(R)⊕Um. Furthermore CU(R) is an abelian group of exponent sb and
rank 2m−1 which admits T/R as a group of automorphisms permuting
its generating set exactly as a Sylow 2-subgroup of Sym(2m−1) does.
By induction we obtain CU(R) = ⊕m−1

j=0 Uj. Thus U = ⊕mj=0Uj. Since
any minimal T -invariant subgroup of U is contained in either CU(R)
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or [U,R] = Um, it remains, again by induction, to show that Um is
a minimal T -invariant subgroup of U of exponent sb. Suppose that
0 6= W < Um and that W is T -invariant and of exponent sb. Then W
is homocyclic and [W, (1, 2)] ≤ 〈u1 − u2〉. If [W, (1, 2)] ≤ s〈u1 − u2〉,
then, as T acts transitively on the given generators of R, we have
[W,R] ≤ sUm. But then W/sW is centralized by R and consequently
W ≤ CU(R) ∩ [U,R] = 0, which is against our assumption. Therefore
[W, (1, 2)] = 〈u1 − u2〉 and the action T delivers W = Um. If W has
exponent sc with c < b, then W ≤ sU and the final statement now
follows by an induction on b. �

To clear the air, notationally speaking, we consider the following
example.

Example 4.2. Suppose that 2m = 16 and sb = 9. Then the non-zero
T4-minimal subgroups of U are as follows:

(i) U0 = U0(32) = 〈u1 + · · · + u16〉 of rank 1 and order 9 and
3U0 = U0(31) of order 3;

(ii) U1 = U1(32) = 〈u1 + · · ·+ u8 − (u9 + · · ·+ u16)〉 of rank 1 and
order 9 and 3U1 = U1(31) of order 3;

(iii) U2 = U2(32) = 〈u1 + · · ·+ u4− (u5 + · · ·+ u8), u9 + · · ·+ u12−
(u13 + · · · + u16)〉 of rank 2 and of order 92 and 3U2 = U2(31)
of order 32;

(iv) U3 = U3(32) = 〈u1 +u2− (u3 +u4), . . . , u13 +u14− (u15 +u16)〉
of rank 4 and order 94 and 3U3 = U3(31) order 34; and

(v) U4 = U4(32) = 〈u1 − u2, . . . , u15 − u16〉 of rank 8 and order 98

and 3U4 = U4(31) of order 38.

Our next lemma is similar to the preceding one.
Let j ∈ {1, . . . ,m−1}. The subgroup of Sym(2m) denoted byX2m(1; j)

(note that r = 1 and n1 = m here) in Section 2 is isomorphic to
Tj−1 o Sym(4) o Tm−j−1. Also note that here we are indicating the de-
gree, writing X2m(1; j) rather than X(1; j). Set Ym,j = X2m(1; j). Let
Fm,j be the base group of Ym,j where we think of Ym,j as the wreath
product

X2j+1(1; j) o Tm−j−1 = Yj+1,j o Tm−j−1.

So Fm,j is a direct product of 2m−j−1 copies of Yj+1,j(= Tj−1 o Sym(4)).
The set-up just described will be assumed in Lemmas 4.3, 4.5 and 4.6.

Lemma 4.3. Let s be an odd prime and b and m ≥ 2 be positive
integers. Suppose that U = 〈u1, . . . , u2m〉 is a homocyclic group of rank
2m and exponent sb. Let the group Ym,j permute the set {u1, . . . , u2m}
of generators of U naturally and thereby realizes Ym,j as a subgroup of
Aut(U).



18 Chris Parker and Peter Rowley

For 0 ≤ j ≤ m, set

Uj = Uj(s
b) = 〈(

2m−j∑
i=1

ui − u2m−j+i)
Tm〉.

Then the following hold.

(i) For 1 ≤ j ≤ m−1, U = CU(Fm,j)⊕[U, Fm,j] is a Ym,j-invariant
decomposition of U .

(ii) CU(Fm,j) =
⊕m−j−1

k=0 Uk and [U, Fm,j] = W ⊕
⊕m

k=m−j+2 Uk
where W = Um−j ⊕ Um−j+1 are decompositions of CU(Fm,j)
and [U, Fm,j] into Ym,j-minimal subgroups of exponent sb.

Proof. We prove the result by induction on j. Assume that j = 1.
So Fm,1 is a direct product of groups isomorphic to Sym(4). Then
CU(Fm,1) = 〈{u1+u2+u3+u4}Ym,1〉 which has rank 2m−2 and [U, Fm,1] =
〈{u1 − u2, u2 − u3, u1 − u4}Ym,1〉 which has rank 2m−2 + 2m−1. Thus, as
2m−2 +2m−2 +2m−1 = 2m and CU(Fm,1)∩[U, Fm,1] = 0, U = CU(Fm,1)⊕
[U, Fm,1] and this is a Ym,1-invariant decomposition. We may identify
CU(Fm,1) with the natural permutation module for Yj,1/Fj,1 ∼= Tm−2

and thus by applying Lemma 4.1 and making the appropriate identi-
fications we have CU(Fm,1) =

⊕m−2
k=0 Uk. Applying Lemma 4.1 again

this time for Tm, we see that [U, Fm,1] = Um−1 ⊕ Um and as Um is not
Yj,1-invariant we deduce that W = [U, Fm,1] is a minimal Ym,1-invariant
subgroup of exponent sb. This proves the lemma for j = 1.

Now assume that j > 1 and let S0 = 〈(1, 2)Ym,j〉. Then S0 is ele-

mentary abelian of order 22m−1
and Ym,j/S0

∼= Ym−1,j−1. Since U has
odd order, we have U = CU(S0)⊕ [U, S0] is a Ym,j-invariant decompo-
sition of U and we observe that [U, S0] = Um is irreducible as a Ym,j-
module as its restriction to Tm is already irreducible by Lemma 4.1.
So U = CU(S0) ⊕ Um. Since CU(S0) = 〈(u1 − u2)Ym,j〉 we may iden-
tify CU(S0) with the natural Ym,j/S0

∼= Ym−1,j−1-module. By induction
we then have CU(S0) = CCU (S0)(Fm−1,j−1)⊕ [CU(S0), Fm−1,j−1] and we

can write CCU (S0)(Fm−1,j−1) =
⊕m−j−1

k=0 Uk and [CU(S0), Fm−1,j−1] =

W ⊕
⊕m−1

k=m−j+2 Uk. Thus we have decomposed U as a direct sum of
irreducible modules as described in the lemma. We complete the proof
by noting that CCU (S0)(Fm−1,j−1) = CU(Fm,j) and that [U, Fm,j] =
[CU(S0), Fm−1,j−1]⊕ Um. �

We further embellish Example 4.2 to illustrate the phenomena in
Lemma 4.3.
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Example 4.4. We again take 2m = 24 and sb = 9. See Example 4.2
for an explicit description of U0, U1, U2, U3 and U4. Then

X24(1; 1) = Y4,1 = Sym(4) o T2

with CU(F4,1) = U0 ⊕ U1 ⊕ U2 and [U, F4,1] = U3 ⊕ U4. Further the
Y4,1-minimal subgroups of U are U0, 3U0, U1, 3U1, U2 and 3U2 (which
are all centralized by the base group of F4,1), together with U3⊕U4 and
3(U3 ⊕ U4) (which both admit F4,1 faithfully). For X24(1; 2) = Y4,2 =
T1 o Sym(4) o T1, CU(F4,2) = U0 ⊕ U1 and [U, F4,2] = W ⊕ U4 with
W = U2 ⊕ U3 (so the Y4,2-minimal subgroups of U are U0, 3U0, U1,
3U1, U2 ⊕ U3 and 3(U2 ⊕ U3), U4 and 3U4).

Similarly for X24(1; 3) = Y4,3 = T2 o Sym(4), we get the Y4,3 minimal
subgroups are U0 and 3U0, (U1⊕U2), 3(U1⊕U2), U3, 3U3, U4 and 3U4.

Lemma 4.5. Suppose that P = Ym,j, and set C = O2,2′(P )/O2(P ).
Then P/O2,2′(P ) ∼= Tm−j, C is a composition factor of P and as a
Tm−j-module over GF(3), C is isomorphic to Um−j(3

1).

Proof. We have P/O2,2′(P ) ∼= T1 o Tm−j−1 and so P/O2,2′(P ) ∼= Tm−j.
Since P/O2(P ) ∼= Sym(3) o Tm−j−1, we see that the composition factor
C is a faithful Tm−j-module. Furthermore we may view Tm−j acting on
the set of 3-cycles in Sym(3) o Tm−j−1 which is a set of size 2m−j and
we see that the stabilizer of a point in this action has index 2m−j and
corresponds to the centralizer of a 3-cycle. From the universal property
of permutation modules it follows that the chief factor C is isomorphic
to a quotient of the GF(3) permutation module of Tm−j. Since C is
faithful it follows from Lemma 4.1 that C is isomorphic to Um−j(3

1),
as claimed. �

Lemma 4.6. Let s be an odd prime and b, m and n be positive integers.
Suppose that W = 〈wi,j | 1 ≤ i ≤ 2m, 1 ≤ j ≤ n〉 is a homocyclic group
of rank 2mn and exponent sb. Assume that T = Tm ∈ Syl2(Sym(2m)),
set H = T o Sym(n) and let H permute the set {wi,j | 1 ≤ i ≤ 2m, 1 ≤
j ≤ n} of generators of W naturally and thereby realize H as a subgroup
of Aut(W ). For 0 ≤ j ≤ m, define

Wj = 〈(
2m−j∑
i=1

wi,1 − w2m−j+i,1)H〉

where, by convention, all elements wk,` with k > 2m are ignored. Then

(i) W0 = CW (〈TH〉) has order sbn is the natural permutation mod-
ule for H/〈TH〉 ∼= Sym(n), and for 1 ≤ j ≤ m, Wj is a homo-
cyclic group of rank 2j−1n and exponent sb;

(ii) W = ⊕mj=0Wj;
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(iii) the centralizer in H of Wj is the base group of H when H is
viewed as the wreath product Tj o (Tm−j o Sym(n)); and

(iv) for 1 ≤ j ≤ m, the homocyclic subgroups Wj comprise the
minimal H-invariant subgroups of W1 ⊕ · · · ⊕Wm of exponent
sb.

Proof. Let F denote the base group of H. We have F ∼= T × · · · × T
with exactly n factors. For 0 ≤ j ≤ m and 1 ≤ k ≤ n, set Wj,k =

〈(
∑2m−j

i=1 wi,k−w2m−j+i,k)
F 〉 and note that as a module for the k-th direct

factor of F , Wj,k is isomorphic to Uj = Uj(s
b) as defined in Lemma 4.1.

Furthermore, Wj =
⊕n

k=1 Wj,k. This together with Lemma 4.1 (i) pro-
vides the exponent and rank of the homocyclic groups Wj. Since F
centralizes W0, W0 is naturally isomorphic to the permutation module
for H/F ∼= Sym(n). This completes the proof of (i).

Part (ii) is transparent from the definition of the subgroups Wj,
0 ≤ j ≤ m.

Suppose now that j > 0 and let W ∗ be a non-zero H-invariant
subgroup of W1 ⊕ · · · ⊕ Wm of exponent sb. Since j 6= 0 we have
CF (Wj,k) 6= CF (W`,k) for j 6= ` and as a consequence the homocylic
subgroups Wj,k are pairwise non-isomorphic as F -modules. Therefore
the set {Wj,k | 1 ≤ k ≤ n} is the set of minimal F -invariant sub-
modules of Wj. In particular, as W ∗ is F -invariant there exists an `
such that Wj,` ≤ W ∗. But then W ∗ contains Wj and we have that
{Wj | 1 ≤ j ≤ m} is the set of all minimal H-invariant subgroups of
exponent sb contained in W1 ⊕ · · · ⊕Wm. �

As promised in the introduction we now give explicit descriptions
of the toral, linker and fuser 2-minimal subgroups. We begin with the
toral ones. We take H = E o Sym(n) where E is a finite cyclic group
of odd order, F is the base group of H and X = Xn

∼= Sym(n) is
a complement to F in H containing a fixed Sylow 2-subgroup T of
H. We have F = 〈e1, . . . , en〉 where X permutes the generators of
F naturally. As usual, we write n = 2n1 + · · · + 2nr and accordingly
decompose T as Tn1 × · · · × Tnr (see Section 2). Corresponding to this
decomposition of n, there is an associated decomposition of F namely
F = F1×· · ·×Fr where the generators of Fi, say, are e2i−1+1, . . . , e2i . For
i ∈ I, we set Zni

= CFi
(Tni

) and then we have NH(T ) =
∏

i∈I Zni
Tni

.
Set Π = Π(|E|). So Π is the set of all prime powers greater than one
dividing |E| and hence of |Fi| for each i ∈ I. Each Fi is a direct product
of Sylow s-subgroups Si for primes s ∈ Π. These Sylow s-subgroups
are homocylic and admit Tni

naturally as in Lemma 4.1. Every NH(T )-
minimal subgroup of F is contained in some Si for appropriate choices
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of i ∈ I and prime s ∈ Π. Using Lemma 4.1 we see that each such
NH(T )-minimal subgroup of F is of the form Uj(s

c) for some 1 ≤ j ≤ ni
and sc ∈ Π. We now denote these NH(T )-minimal subgroups of F by
U(i; sc; j). Define

T (ni; s
c; j) = U(ni; s

c; j)NH(T ).

Notice that U(ni; s
c; 0) ≤ Zni

for each sc ∈ Π. Furthermore, T (ni; s
c; j)

is a 2-minimal subgroup of H by Lemma 3.4.
For i ∈ I and for j ∈ {1, . . . , ni − 1} we set

P (ni; j) = Xn(ni; j)CF (T ).

And for i, j ∈ I with i < j, set

P (ni + nj) = Xn(ni + nj)〈CF (T )Xn(ni+nj)〉.
So P (ni; j) and P (ni + nj) are subgroups of H which contain NH(T ).

Definition 4.7. Suppose that E is a cyclic group of odd order and H =
E o X where X ∼= Sym(n). We employ the notation already developed
for H.

(i) T (H,NH(T )) = {T (ni; s
c; j) | i ∈ I, sc ∈ Π and 1 ≤ j ≤ ni};

(ii) L(H,NH(T )) = {P (ni; j) | i ∈ I, j ∈ {1, . . . , ni − 1}};
(iii) F(H,NH(T )) = {P (ni + nj) | i, j ∈ I, i < j}.

For future use we observe the following lemma.

Lemma 4.8. (i) |T (H,NH(T ))| = |Π|
∑

i∈I ni.
(ii) |L(H,NH(T ))| = (

∑
i∈I ni)− r

(iii) |F(H,NH(T ))| =
(
r
2

)
.

�
The subgroups in Definition 4.7 (i), (ii) and (iii) are, respectively, the

2-minimal toral, linkers and fusers of H. We have already observed
that the T (ni; s

c; j) are 2-minimal subgroups and it is transparent that
the linkers are also 2-minimal subgroups of H. The structure of the
subgroups in F(H,NH(T )) is the subject of our next lemma.

Lemma 4.9. Suppose that P = P (ni + nj) ∈ F(H,NH(T )). Then
P ∈M(H,NH(T )). Additionally, we have the following.

(i) Xn(ni + nj)/O2(Xn(ni + nj)) ∼= Sym(2ni−nj + 1) and in its
action on {ek | k ∈ Ωi ∪ Ωj} has 2nj orbits each of which is
natural for Sym(2ni−nj + 1) and {ek | k ∈ Ωj} a maximal block
of imprimitivity.

(ii) P ∩ F = 〈(
∏

k∈Ωj
ek)

Xn(ni+nj)〉CF (T ) is homocyclic of order

|E|2
ni−nj +1+(r−2).
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(iii) P/O2(P )CF (T ) ∼= E o Sym(2n1−n2 + 1).

Proof. Recall that P (ni+nj) = Xn(ni+nj)〈CF (T )Xn(ni+nj)〉. Set X∗ =
Xn(ni + nj). Then P = X∗〈CF (T )X

∗〉. By Lemma 3.6 there exists a
2-minimal subgroup R of P containing NH(T ) such that RF = PF .
Then

R ≥ 〈CF (T )R〉 = 〈CF (T )P 〉 = P ∩ F,
whence P = R.

From the description of Xn(ni + nj) given in Section 2 we have
X∗/O2(X∗) ∼= Sym(2ni−nj+1) and in its action on {ek | k ∈ Ωi∪Ωj} has
2nj orbits each of which is natural for Sym(2ni−nj +1) and {ek | k ∈ Ωj}
a maximal block of imprimitivity. This is the statement in (i).Parts (ii)
and (iii) are easy consequences of (i). �

Lemma 4.10. If P ∈M(H,NH(T )), then one of the following holds:

(i) P ∈M(TF,NH(T ));
(ii) P ∈ L(H,NH(T )) ∪ F(H,NH(T )).

Proof. If P ≤ TF , then P does indeed belong toM(TF,NH(T )), so we
may as well assume that P 6≤ TF . Then PF/F ∈M(H/F,NH(T )F/F )
by Lemma 3.5. Let X∗ ∈M(X,T ) be such that X∗F = PF . Then, as
F is abelian, P ∩ F is normalized by X∗. Assume that X∗ ∈ L(X,T ).
Then, by Theorem 2.3 and Lemma 4.5, P and X∗(P ∩F ) are conjugate
in PF . Because both NH(T ) = TCF (T ) and CF (T ) ≤ P ∩ F , P and
X∗(P ∩ F ) both contain NPF (T ) and therefore applying Lemma 3.1
to PF yields P = X∗(P ∩ F ). Since P is 2-minimal, we get that
P = X∗CF (T ) ∈ L(H,NH(T )). So (ii) holds in this case.

Suppose now that X∗ ∈ F(X,T ) and let R = O2(X∗) (we may have
R = 1). Set J = 〈CF (T )X

∗〉. Then, by Lemma 4.6 (i), J = CF (R). Since
P ∩ F is normal in X∗F , P ∩ F ≥ J . Because R ≤ P , we have that
(P ∩F )R = P ∩FR is normalized by P . Therefore P = NP (R)(P ∩F ).
Since P ∈ M(H,NH(T )) and P 6≤ NH(T )F , we get NP (R) = P .
Because P ≤ X∗F and NX∗F (R) = X∗J , we now have P ≤ X∗J and by
comparing the orders of these groups we get P = X∗J ∈ F(H,NH(T )).
This completes the proof of the lemma. �

Lemma 4.11. If P ∈M(TF,NH(T )), then P ∈ T (H,NH(T )).

Proof. Since F is abelian and of odd order, we may apply Lemma 3.4
to see that P = NH(T )L where L = [P ∩ F, T ] is a NH(T )-minimal
s-group for some prime s. It follows that P ≤ RNH(T ) where R is
a Sylow s-subgroup of F . Since NH(T ) ∩ F centralizes R, we have
R = 〈x1, . . . , xn〉 admits T ∈ Syl2(Sym(n)) permuting the generators
naturally. Therefore R can be decomposed as a product Rn1 . . . Rnr of
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T -invariant subgroups with Rni
of rank 2ni which may then each be

regarded as Tni
-invariant homocylic subgroups. Since L is T -minimal,

we infer that L ≤ Rni
for some i ∈ I. By Lemma 4.1 we now have

P = U(ni; s
c; j)NH(T ) = T (ni; s

c; j) ∈ T (H,NH(T )) for some c, as
claimed. �

Theorem 4.12. Suppose that H = E o Sym(n) where n ≥ 2 and E is
a cyclic group of odd order. Then

M(H,NH(T )) = T (H,NH(T )) ∪ F(H,NH(T )) ∪ L(H,NH(T )).

Proof. Combining Lemmas 4.10 and 4.11 we have

M(H,NH(T )) ⊆ T (H,NH(T )) ∪ F(H,NH(T )) ∪ L(H,NH(T )).

Since the members of the righthand side of this containment are 2-
minimal subgroups of H, we have the result. �

We close this section by presenting a modest example of the 2-
minimal subgroups of H = E o X where E has order 325 and X ∼=
Sym(12).

Example 4.13. We have n = 23+22 so n1 = 3, n2 = 2 and I = {1, 2}.
Also Π = Π(|E|) = {3, 32, 5}. Structurally, we have T = T3 × T2 with

NH(T ) = Z3Z2T = Z3T3 × Z2T2

and CF (T ) = Z2Z3 homocylic of rank 2 and order 3452.
The 2-minimal linkers of H are the groups P (ni; j) = X12(ni; j)Z2Z3

where i ∈ I, j ∈ {1, . . . , ni − 1}. Thus we have

P (1; 1) = Z2Z3 × (Sym(4) o Sym(2)× T2);
P (1; 2) = Z2Z3 × (2 o Sym(4)× T2);
P (2; 1) = Z2Z3 × (T3 × Sym(4));

There is a single 2-minimal fuser and this, by Lemma 4.9, has shape

P (3 + 2) ∼ (45)× (45× T2) o Sym(3),

where 45 stands for the cyclic group of order 45.

The toral 2-minimal subgroups of H are T (ni; s
c; j) where i ∈ I,

sc ∈ Π and 1 ≤ j ≤ ni. Thus we have
T (3; 31; 1) ∼ 3.T3Z3 × T2Z2 T (3; 32; 1) ∼ 9.T3Z3 × T2Z2

T (3; 51; 1) ∼ 5.T3Z3 × T2Z2 T (3; 31; 2) ∼ 32.T3Z3 × T2Z2

T (3; 32; 2) ∼ 92.T3Z3 × T2Z2 T (3; 51; 2) ∼ 52.T3Z3 × T2Z2

T (3; 31; 3) ∼ 34.T3Z3 × T2Z2 T (3; 32; 3) ∼ 94.T3Z3 × T2Z2

T (3; 51; 3) ∼ 54.T3Z3 × T2Z2 T (2; 31; 1) ∼ T3Z3 × 3.T2Z2

T (2; 32; 1) ∼ T3Z3 × 9.T2Z2 T (2; 51; 1) ∼ T3Z3 × 5.T2Z2

T (2; 31; 2) ∼ T3Z3 × 32.T2Z2 T (2; 32; 2) ∼ T3Z3 × 92.T2Z2

T (2; 51; 2) ∼ T3Z3 × 52.T2Z2.
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We note that for each 2-minimal subgroup of H we can give explicit
generators.

5. Subgroups of the linear and unitary groups

The purpose of this section is to present some lemmas illustrating
structural properties of GLεn(q) = GLε(V ), where ε = ±1 and q is odd.
We recall our notation q = pa where p is an odd prime, a ∈ N, and a2

is the largest power of 2 dividing a.
We let V be an n-dimensional vector space over GF(q) or GF(q2) and

in the latter case we assume that V supports a non-degenerate unitary
form. For ease of expression we will refer to orthogonal decompositions
of V in both cases – so in effect we are supposing that V supports a
trivial form when it is defined over GF(q).

We let S1 ∈ Syl2(GLε2(q)) and for 2m > 2 a 2-power we set Sm =
S1 o Tm−1. Let Zm be the centre of GLε2m(q). Then Bm = SmZm is the
normalizer of a Sylow 2-subgroup of GLε2m(q) by [15, Lemma 1]. Finally
we let B0 = GLε1(q) and S0 be a Sylow 2-subgroup of B0. Notice that
S0 is cyclic of order (q − ε)2 and that

S1
∼= (q − ε)2 o T1

when q ≡ ε (mod 4) and otherwise

S1
∼= 〈x, y | y2 = x(q2−1)2 = 1, xy = xεq〉,

which is a semidihedral group of order 2(q2 − 1)2.

Theorem 5.1. Suppose that G = GLεn(q) and n = 2n1 + · · ·+ 2nr with
n1 > · · · > nr ≥ 0. Let S = Sn1 × · · · × Snr and B = Bn1 × · · · × Bnr

where Bni
= Sni

Zni
. Then S ∈ Syl2(G) and NG(S) = B = SCG(S).

Furthermore, if G ≥ H ≥ Op′(G) ∼= SLεn(q), then, unless n = 2,
NH(S ∩H) = B ∩H = (S ∩H)CH(S) .

Proof. See [15, Theorems 1 and 4] or [26, Theorem 1]. �

The exclusion of n = 2 in the final sentence of Lemma 5.1 is required
as can be seen in SL2(5). See Section 13 for more on this these cases.

The decomposition of B leads to a corresponding decomposition of
V . Namely, V = Vn1 ⊕ · · · ⊕ Vnr where Vni

= [V,Bni
], i ∈ I.

If q ≡ ε (mod 4), we let A0 be a Sylow 2-subgroup of GLε1(q).
Suppose that q ≡ −ε (mod 4). Then A1 is defined to be the maxi-
mal cyclic subgroup of S1. Thus we have |A0| = (q − ε)2 and |A1| =
(q2−1)2 = 2(q+ε)2 and both groups have order at least 4. Furthermore,
| det(A0)| = (q − ε)2 = | det(A1)|.
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If q ≡ ε (mod 4), then A denotes the base group of A0 o Sym(n)
while if q ≡ −ε (mod 4), we use A to denote the base group of A1 o
Sym(bn/2c).

In the next lemma we encounter the group J ε2 which is defined only
when q ≡ −ε (mod 4) and is then the normalizer of A1 in GLε2(q). We
have that

J ε2
∼= 〈x, s | xq

2−1 = s2 = 1, xs = xεq〉.
Thus J ε2 contains a cyclic subgroup C of order q2 − 1 and index 2,
|[J ε2, J ε2]| = q + ε and |Z(J ε2)| = q − ε. Note that S1 ∈ Syl2(J ε2) in this
case.

Lemma 5.2. For G = GLεn(q), the following hold.

(i) If q ≡ −ε (mod 4), then NG(A) ∼= J ε2 oSym(n
2
) if n is even and

J ε2 o Sym(bn
2
c)×GLε1(q) if n is odd.

(ii) If q ≡ ε (mod 4), then NG(A) = GLε1(q) o Sym(n).

Proof. We consider case (i) first writing A = A1 × · · · ×Abn/2c and set
Wk = [V,Ak]. Then dimWk = 2 and we have an orthogonal decompo-
sition

[V,A] = W1 ⊕ · · · ⊕Wbn/2c.
These 2-dimensional spaces are permuted naturally by Sym(bn/2c).
Since the Ai are the maximal subgroups of A with 2-dimensional com-
mutators, we infer that NG(A) is as described.

If q ≡ ε (mod 4), then a similar argument shows that NG(A) =
GLε1(q) o Sym(n). �

Lemma 5.3. Suppose that G = GLεn(q) and g ∈ G. If Ag ≤ S, then
Ag = A. In particular, if R is a subgroup of S containing A, then
NG(R) ≤ NG(A).

Proof. We prove this explicitly for the case q = −ε (mod 4), the case
q ≡ ε (mod 4) being easier. Again we let A = A1 × · · · × Abn/2c. For
1 ≤ k ≤ bn/2c, set Wk = [V,Ak]. Then dimWk = 2 and again we have
an orthogonal decomposition

[V,A] = W1 ⊕ · · · ⊕Wbn/2c.
These 2-dimensional spaces are permuted naturally by T ∈ Syl2(Sym(bn

2
c)).

Suppose that Ag ≤ S and Ag 6= A. Then, without loss, Y = Ag1 6≤ A.
If Y centralizes A, then either n is even and Y ≤ A or n is odd and
Y ≤ AA0 where A0 ∈ Syl2(GLε1(q)) from the decomposition of NG(A)
as J ε2 o Sym(bn

2
c)×GLε1(q). In particular, if y is a generator of Y , then

y2 ∈ A is non-trivial. But then [V, Y ] has dimension at least 3, which
is impossible. Therefore Y does not centralize A. Since Y is cyclic of
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order at least 8, and every element of order 8 in the base group C of
NG(A) is contained in CG(A) (as the Sylow 2-subgroups of C are a
direct product of semidihedral groups with a possible direct factor of
order 2), we now have that Y permutes the spaces Wk non-trivially. As
dim[V, Y ] = 2, we deduce that Y C/C has order 2 and is generated by a
transposition of {W1, . . . ,Wbn/2c}. Let y be an element of order at least
4 in Y which is not contained in C. Then y2 ∈ C and [V, y2] ≤ [V, y].
Since y2 ∈ C is non-trivial, [V, y2] ∩Wj 6= 0 for some 1 ≤ j ≤ bn/2c
whereas, for all 1 ≤ i ≤ bn/2c, [V, y] ∩Wi = 0. Thus no such y exists
and the lemma is proved in this case.

�

Lemma 5.4. Let W = 〈c, d, t | cq2−1 = dq
2−1 = t2 = 1, ct = d, [c, d] =

1〉. Then W ∼= C oT2 where C is cyclic of order q2−1 and the assignment
c 7→ x, d 7→ xεq and t 7→ s determines a homomorphism from W onto
J ε2 with kernel 〈(cd)q−ε, (cd−1)q+ε〉.
Proof. This is easy to verify. �

Lemma 5.5. Let C be cyclic of order q2−1 and m ≥ 1. Let F = C o(T1o
Sym(m)) with W = C oT1 having the presentation given in Lemma 5.4.
Then there is a surjective homomorphism from C o (T1 o Sym(m)) to
J ε2 oSym(m) with kernel the normal closure in F of 〈(cd)q−ε, (cd−1)q+ε〉.
Proof. This follows from Lemma 5.4 as generally, if H/K ∼= L, then
(H oM)/(K oM) ∼= L oM . �

For the case q ≡ −ε (mod 4), when defining toral 2-minimal sub-
groups in Section 8, we need to further investigate the groups F =
C o (T1 o Sym(m)) which featured in Lemma 5.5. Thus we continue
the notation introduced in Lemma 5.5. Our perspective is to view
T1 oSym(m) as a subgroup of Sym(2m) and we set up notation so as T is
our standard Sylow 2-subgroup of Sym(2m) which is also contained in
T1 oSym(m). Our aim is to make explicit the generators of the images of
the NF (T )-minimal subgroups contained in the base group of F . Recall
that these subgroups are parameterized by triples se ∈ Π(|C|), i ∈ I
and 1 ≤ j ≤ ni giving us subgroups which we denoted by U(ni; s

e; j).
Let c1, d1 . . . cm, dm be the generating elements (see Lemma 5.4) from
the canonical factors of the base group of F permuted transitively by
F and having order se and satisfying {{di, ci} | 1 ≤ i ≤ m} is a system
of imprimitivity. Let i ∈ I and set w = (2n1 + · · · + 2ni−1)/2. Then,
when j < ni, U(ni; s

e; j) is generated by

〈(
w+2ni−j−1∏
k=w+1

ckdkc
−1
2ni−j+k

d−1
2ni−j+k

)Tni 〉.
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Now we take x1, . . . , xm to be the generators of the cyclic subgroups
of order 22(q+ε) in the factors of the base group of J ε2 o Sym(m). Then

the image of U(ni; s
e; j), which we denote by U(ni; se; j), is equal to

〈(
w+2ni−j−1∏
k=w+1

xεq+1
k x−εq−1

2ni−j+k
)Tni 〉.

When j = ni, U(ni; s
e; j) is generated by

〈(ckd−1
k )Tni 〉.

which maps to

〈(
w+2ni−j−1∏
k=w+1

x
−(q+ε)
k )Tni 〉.

Lemma 5.6. Assume that m ≥ 2, n = `1 + · · · + `m with `i ≥ 2 for
all 1 ≤ i ≤ m, K = GLε`1(q) × · · · × GLε`m(q) is a subgroup of GLεn(q)
and K0 = K ∩ SLεn(q). Let R0 ∈ Syl2(K0). Then R0 is contained in a
unique Sylow 2-subgroup of K.

Proof. Let R be a Sylow 2-subgroup of K containing R0. For 1 ≤ i ≤
m, we let Ki be the i-th component of K. Thus Ki

∼= GLε`i(q). Set
Ri = R ∩ Ki and Di = Z(NKi

(R0)). So NK(R) = RD1 . . . Dm by
Theorem 5.1. Plainly D1 . . . Dm centralizes R and hence D1 . . . Dm ≤
NK(R0). Thus Di ≤ πi(NK(R0)) and, since m ≥ 2, πi(R0) = Ri. It
follows that DiRi ≤ πi(NK(R0)) ≤ NKi

(Ri) = RiDi. Hence NK(R0) ≤
R1D1 . . . RmDm = NK(R) ≤ NK(R0). Therefore NK(R) = NK(R0)
and the lemma follows from Lemma 2.7. �

The next two theorems, which rely upon the simple group classifi-
cation, are important as they tell us where to look for 2-minimal sub-
groups. We use (b, c) to denote the greatest common divisor of integers
b and c.

Theorem 5.7. Suppose that H is a subgroup of GLn(q) containing
SLn(q) where q is an odd prime power and n > 2 is an integer. If M is
a maximal subgroup of H of odd index, then at least one of the following
holds.

(i) qc0 = q, where c is an odd prime and M ∼= GLn(q0) ◦ (q − 1).
(There are (( q−1

q0−1
, n), k)-conjugacy classes of these subgroups

in H where |G : H| = k.)
(ii) M is a maximal parabolic subgroup of H.
(iii) M stabilizes a decomposition of V into proper subspaces of

equal dimension.
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(iv) n = 4, (q − 1)2 = 2, H has index 2m where m is odd, and
H ◦ (q − 1) has two conjugacy classes of subgroups M ∼= (q −
1) ◦ Sp4(q):2.

(v) n = 4, (q − 1)2 = 4, H has index 4m or 2m where m is
odd and H ◦ (q − 1) has two conjugacy classes of subgroups
M ∼=

(
4 ◦ 21+4

+ .Alt(6)
)
◦ (q − 1) or

(
4 ◦ 21+4

+ .Sym(6)
)
◦ (q − 1)

respectively.

Theorem 5.8. Suppose that H is a subgroup of GUn(q) containing
SUn(q) where q is an odd prime power and n > 2 is an integer. If M is
a maximal subgroup of H of odd index, then at least one of the following
holds.

(i) qc0 = q, where c is an odd prime and M ∼= GUn(q0) ◦ (q + 1).
(There are (( q+1

q0+1
, n), k)-conjugacy classes of these subgroups

in H where |G : H| = k.)
(ii) M stabilizes a decomposition of V into an orthogonal sum of

non-degenerate proper subspaces.
(iii) n = 4, (q + 1)2 = 2, H has index 2m where m is odd, and

H ◦ (q + 1) has two conjugacy classes of subgroups M ∼= (q +
1) ◦ Sp4(q):2.

(iv) n = 4, (q + 1)2 = 4, H has index 4m or 2m where m is
odd and H ◦ (q + 1) has two conjugacy classes of subgroups
M ∼=

(
4 ◦ 21+4

+ .Alt(6)
)
◦ (q + 1) or

(
4 ◦ 21+4

+ .Sym(6)
)
◦ (q + 1),

respectively.
(v) H = SU3(5) and there are three conjugacy classes of subgroups

M ∼= 3.Mat(10).

Proof of Theorems 5.7 and 5.8. That the given groups contain a Sylow
2-subgroup is readily verified using the orders of the group. We cite
either Liebeck and Saxl [28] and Kantor [24] to provide the proof that
no other maximal over-groups of a Sylow 2-subgroup exist (see also
[30, 31]). Referring to [25, Propositions 4.1.4, 4.1.14, 4.2.9, 4.3.6, 4.6.6]
and [11, Tables] we see that the number of GLεn(q) conjugacy classes, c
in their notation, is as indicated in all but the last case of Theorem 5.8
in which case we refer to the Atlas [18] to see that the number is
three. �

We make two observations concerning Theorems 5.7 and 5.8. First,
parts (iv), (v) of Theorem 5.7 and parts (iii), (iv) and (v) of Theo-
rem 5.8 do not occur when, respectively, G = GLn(q) or GUn(q). The
second observation, if n is not a power of two then the subfield sub-
groups listed in parts (i) do not contain B as Z1 does not normalize a
subfield subgroup when n is not a power of 2 (see Theorem 5.1). We
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turn our attention for a moment to the 2-minimal subgroups of GLεn(q)
in general.

Proposition 5.9. Suppose that n ≥ 3, G = GLn(q) and P ∈M(G,B).
Then either

(i) P is contained in a parabolic subgroup of G;
(ii) P acts irreducibly on V and there exists b ≥ 1 such that n =

2bm and P ≤ GL2b(q) o Sym(m); or
(iii) q ≡ 3 (mod 4), n = 4, and P = GL4(p) ◦ (q − 1).

In particular, if G ∈M(G,B), then n = 4 and q = p ≡ 3 (mod 4).

Proof. So suppose first that G ∈M(G,B). If n is not a power of 2, then
B leaves invariant at least two proper subspaces of different dimensions
and so is contained in two distinct parabolic subgroups of G. Hence
n = 2n1 . If n1 ≥ 3, then B preserves a decomposition into 2-spaces and
4-spaces and the stabilizers of these decompositions generate G. Hence
n = 4. If q ≡ 1 (mod 4), then GL1(q) o Sym(4) and GL2(q) o Sym(2)
both contain B. So q ≡ 3 (mod 4). If c is an odd prime divisor of a,
then B is also contained in GL4(q0) ◦ (q − 1) with qc0 = q, and so we
deduce that a = a2. Since q ≡ 3 (mod 4), q = p. This proves the final
statement in the theorem.

Now suppose that P ∈ M(G,B) is a proper subgroup of G. Then,
if (i) and (ii) do not hold, Theorem 5.7 asserts that P is contained in
a subfield subgroup and so by iteration this yields part (iii). �

Proposition 5.10. Suppose that n ≥ 3, G = GUn(q) and P ∈M(G,B).
Then either

(i) P preserves an orthogonal decomposition of V ;
(ii) q ≡ 1 (mod 4), n = 2n1 + 1 and P = G; or
(iii) pa2 ≡ 1 (mod 4), n = 4 and P = GU4(pa2) ◦ (q + 1).

In particular, if G ∈ M(G,B), then either q ≡ 1 (mod 4) and n =
2n1 + 1 or q = pa2 ≡ 1 (mod 4) and n = 4.

Proof. It suffices to show that G is not 2-minimal unless q ≡ 1 (mod 4)
and n = 2n1 + 1 or q = pa2 ≡ 1 (mod 4) and n = 4. We use Theo-
rem 5.8 liberally. Recall that n = 2n1 + · · · + 2nr . If r ≥ 3, then we
have that both GU2n1 (q)×GUn−2n1 (q) and GUn−2nr (q)×GU2nr (q) are
maximal subgroups containing B. Hence we must have r ≤ 2. If nr > 0,
then GU2n1 (q)×GU2n2 (q) and GU2(q) o Sym(n/2) both contain B and
together generate G. Hence if r = 2, we have n = 2n1 + 1. If q ≡ 3
(mod 4), thenG is generated by GU1(q)oSym(n) and GU2n1 (q)×GU1(q)
both of which contain B. Thus we must have q ≡ 1 (mod 4). Notice
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that as the subfield subgroups GUn(q0) where qc0 = q for some odd
prime c do not contain B, we have that G is 2-minimal in this case.

So suppose that r = 1. Then n = 2n1 ≥ 4. Assume that 2n1 ≥ 8.
Then both GU2(q) oSym(n/2) and GU4(q) oSym(n/4) contain B and so
n ≤ 4. If q ≡ 3 (mod 4), then we use the subgroups GU1(q) o Sym(n)
and GU2(q) o Sym(n/2). Hence we have n = 4 and q ≡ 1 (mod 4).
Finally we note that this time B is contained in the normalizer of the
subfield subgroups and so if q 6= pa2 we would again have two proper
over-groups of B which generate G. Hence q = pa2 and these groups
are indeed 2-minimal. �

6. 2-minimal subgroups in linear and unitary groups

The one and only theorem of this section highlights the five subdi-
visions of our later investigations.

Theorem 6.1. Suppose that n ≥ 3, G = GLεn(q), S = Sn1 × · · · × Snr ,
B = NG(S) and let A be as in Section 5. Assume that P ∈ M(G,B).
Then at least one of the following holds.

(i) r = 1;
(ii) P = G = GU2n1+1(q);
(iii) P ∈M(NG(A), B);
(iv) ε = + and P is contained in a parabolic subgroup of G; or
(v) P ∈M(GLε(U)×GLε(W ), B) for some non-zero subspaces U

and W such that V = U ⊕W .

Proof. Assume that r > 1. Thus, if G = P , Propositions 5.9 and 5.10
yield alternative (ii). So we may now suppose that G 6= P . Employing
Propositions 5.9 and 5.10 again shows that either (iv) or (v) holds,
or P ≤ H ≤ GLε2d(q) o Sym(n/2d) for some d such that 2d divides n.
So assume that P ≤ H = GLε2d(q) o Sym(n/2d) where 2d divides n.
Let K be the base group of H. If P is not transitive on the wreathed
direct factors of K, then (v) holds. Therefore we may suppose that
PK 6= PB. Finally, Lemma 3.8 implies that P = NP (S ∩ K). Since
S ∩K contains A, we now have that (iii) holds by Lemma 5.3. �

7. Radical 2-minimal subgroups

In this section we assume that G = GLn(q) and that SLn(q) ≤ H ≤
G. We investigate 2-minimal subgroups of H which lie in a parabolic
subgroup of G (so we are pursuing case (iv) of Theorem 6.1). Notice
that in this case we must have r > 1.

Lemma 7.1. Suppose that P ∈M(H,B ∩H) and that P does not act
irreducibly on V . Then either
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(i) there exist non-zero subspaces U and W of V such that V =
U ⊕W and P ≤ GL(U)×GL(W ); or

(ii) Op(P ) = Op(R) ∩ P and P = Op(P )(B ∩ H) for all maximal
parabolic subgroups R of G which contain P .

Proof. Since P is contained in a parabolic subgroup of G, there exist
maximal parabolic subgroups of G containing P . Let R be any such
maximal parabolic subgroup. Then R = NG(W ) where W is a non-zero
proper subspace of V which is of course P -invariant. Let L be a Levi
complement in R chosen so as B ≤ L. Then there is a complement
U to W in V such that L = GL(U) × GL(W ). If P ≤ L, then (i)
holds. So we may assume that P 6≤ L. Let w ∈ Z(L) act fixed-point-
freely on Op(R). Obviously w ∈ Z(B). Now P = CP (w)(Op(R) ∩ P )
by a Frattini Argument. Since P is 2-minimal, B ∩ H ≤ CP (w) and
B ∩ H ≤ (Op(R) ∩ P )B, we get that either P = CP (w) ≤ L or P =
(Op(R) ∩ P )(B ∩H) = Op(P )(B ∩H) and so (ii) holds. �

Theorem 7.2. Suppose that P ∈M(H,B ∩H) and P is contained in
a parabolic subgroup of G. Then either

(i) there exist non-zero subspaces U and W of V such that V =
U ⊕W and P ≤ GL(U)×GL(W ); or

(ii) n = 2n1 + 2n2 and there exists i ∈ I = {1, 2} such that Vni
=

[V,Op(P )] = CV (Op(P )) and P = Op(NG(Vni
))(B ∩ H). In

particular, P is normalized by B.

Proof. We suppose that (i) does not hold. Deploying Lemma 7.1 we
now have Op(P ) ≤ Op(R) for all maximal parabolic subgroups R of
G containing P . Let V = W1 > · · · > Wk > 0 be a P -invariant flag
such that W̄i = Wi/Wi+1 is an irreducible P -module. Then Op(P )
centralizes W̄i and thus W̄i is an irreducible (B ∩ H)-module. Thus
{W̄i | 1 ≤ i ≤ k} is in natural correspondence with {Vni

| 1 ≤ i ≤ r}.
In particular, k = r. Let Vnj

correspond to W̄r and Vni
correspond to

W1/W2. Set R2 = NG(W2) and Rr = NG(Wr). Then P ≤ R2∩Rr from
which we infer that Op(P ) ≤ Op(R2)∩Op(Rr). Set U0 = Vni

+ Vnj
and

U1 = ⊕m6∈{i,j}Vnm and note that U0 and U1 are both (B∩H)-invariant.
As U1 ≤ W2 and [W2, Op(R2)] = 0, we have that U1 is P -invariant
and that P acts on U1 just as (B ∩ H) does. Similarly we have that
[Vnj

, Op(P )] = 0. Now [Vni
, Op(P )] ≤ [Vni

, Op(Rr)] ≤ [V,Op(Rr)] =
Wr = Vnj

≤ U0. So U0 is also Op(P )-invariant. Hence U0 is P -invariant.
Now we have that P ≤ GL(U0) × GL(U1) where V = U0 ⊕ U1 which,
as (i) is assumed not to hold, implies that U1 = 0. Hence r = 2 and
V = Vn1 ⊕Vn2 and Vn1 and Vn2 are the only B ∩H invariant subspaces
of V . It follows that either CV (Op(P )) = Vn1 or CV (Op(P )) = Vn2 .
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So suppose that CV (Op(P )) = Vn1 , for example. Then P ≤ NG(Vn1)
and Op(NG(Vn1)) is elementary abelian and admits B ∩H irreducibly.
Since Op(P ) ≤ Op(NG(Vn1)) by Lemma 7.1, we now have Op(P ) =
Op(NG(Vn1)). Thus (ii) holds and the theorem is proved. �

Recalling our standard setup of n = 2n1 + · · · + 2nr with I =
{1, . . . , r}, we now define another type of 2-minimal subgroup an ex-
ample of which has just emerged in Theorem 7.2 (ii).

Definition 7.3. Let {i, j} be a 2-element subset of I, W = Vni
⊕ Vnj

and M = (GL(W ) ∩ H)(B ∩ H). Then the 2-minimal subgroups of
M which do not act irreducibly on W are determined in Theorem 7.2.
The example arising in Theorem 7.2 (ii) with CW (Op(NGL(W )(Vni

)) =
Vnj

will be denoted by R(ni ≫ nj). These 2-minimal subgroups will
collectively be called 2-minimal radical subgroups and the set of such
subgroups of H is denoted by R.

Note that |Op(R(ni≫ nj))| = qninj = |Op(R(nj≫ ni))|.
From Definition 7.3 we see that each two element subset of I gives

us two 2-minimal radical subgroups. Thus we have

Lemma 7.4. |R| = r(r − 1).

�

Example 7.5. Suppose that G = GL26(q). Then 26 = 24 + 23 + 21

so that n1 = 4, n2 = 3, n3 = 1 and r = 3. By Lemma 7.4 there
are 6 conjugacy classes of 2-minimal radical subgroups of G. Matrices
representing these p-minimal subgroups are depicted in the following
schematic where a * indicates an appropriate Mx,y(q) and Bni

denotes
the Sylow 2-normalizer in GL2ni (q). Also we shall assume that G acts
on V by right matrix multiplication.

R(4≫ 3) =

 B4 ∗ 0
0 B3 0
0 0 B1

 R(3≫ 4) =

 B4 0 0
∗ B3 0
0 0 B1



R(4≫ 1) =

 B4 0 ∗
0 B3 0
0 0 B1

 R(1≫ 4) =

 B4 0 0
0 B3 0
∗ 0 B1



R(3≫ 1) =

 B4 0 0
0 B3 ∗
0 0 B1

 R(1≫ 3) =

 B4 0 0
0 B3 0
0 ∗ B1
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8. Toral, fuser and linker 2-minimal subgroups of linear
and unitary groups

In this section, we first describe the 2-minimal subgroups of G =
GLεn(q) which normalize A where A is defined as in Section 5 immedi-
ately after Theorem 5.1. Throughout this section we set H = NG(A).

We first consider the case when q ≡ ε (mod 4). In this case H ∼=
(q − ε) o Sym(n) where (q − ε) denotes a cyclic group of order q − ε.
Recall that A is a direct product of n cyclic groups of order (q − ε)2

and so has order at least 4n. The 2-minimal subgroups of H are in
one to one correspondence with the 2-minimal subgroups of H/A ∼=
(q − ε)2′ o Sym(n) (which if q − ε is a power of 2, we understand to
be isomorphic to Sym(n)). We extend the notation from Section 4 by
taking preimages. Thus we set

T (H,B) = {T (ni; s
c; j) | i ∈ I, sc ∈ Π(q − ε) and 1 ≤ j ≤ ni}.

The linkers and fusers forH are defined in a similar fashion by pulling
back from H/O2(H) and we continue to denote these sets by L(H,B)
and F(H,B). So our first result is

Theorem 8.1. Suppose that q ≡ ε (mod 4). ThenM(H,B) = T (H,B)∪
F(H,B) ∪ L(H,B).

Proof. Taking into account our modified notation, this is just a restate-
ment of Theorem 4.12. �

The corresponding subsets of 2-minimal subgroups when q ≡ −ε
(mod 4) are more technical to define. Recall that in this case H =
NG(A) ∼= J ε2 o Sym(n/2) when n is even and H = NG(A) ∼= J ε2 o
Sym(bn/2c) × GLε1(q) when n is odd. When n is odd, the final fac-
tor is contained in B and is normal in H and so we can, and will, be
suppressed in our considerations. By Lemma 5.5, we have that NG(A)
is a quotient of W where W = C o (T1 o Sym(bn/2c) and C has order
q2 − 1. By Lemma 3.6 every 2-minimal subgroup of H is an image
of a 2-minimal subgroup of W . Hence we read off the 2-minimal sub-
groups of H from those that we have described in Theorem 4.12 for
W considered as a subgroup of C o Sym(n). Let L = Sym(bn/2c) be a
complement to the base group of H containing T .

Using bars to denote images, we have

F(H,B) = {P | P ∈ F(W )} = {〈B,P ∗〉 | P ∗ ∈ F(L, T )}

are the fusers and these all have images greater than B.
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The linkers become

L(H,B) = {P | P ∈ F(W ), P 6= P (i; 1)} = {BP ∗ | P ∗ ∈ F(L, T )}
and finally the toral 2-minimal subgroups of H are

T (H,B) = {T (ni; s
c; j) | i ∈ I, 1 ≤ j < ni, s

c ∈ Π(q − ε)}
∪{T (ni; s

c;ni) | i ∈ I, sc ∈ Π(q + ε)}.
We refer to the discussion in Section 5 for a vibrant description of these
toral subgroups.

Theorem 8.2. Suppose that q ≡ −ε (mod 4). Then

M(H,B) = T (H,B) ∪ F(H,B) ∪ L(H,B).

Proof. This follows from the foregoing discussion. �

Corollary 8.3. NG(A) is 2-immutable.

Proof. This follows from the description of the 2-minimal subgroups of
NG(A) given in Theorems 8.1 and 8.2. �

9. 2-minimal subgroups in dimensions 2 and 4

In this section we determine the 2-minimal subgroups of GLε2(q) and
GLε4(q). These are the base cases for our inductive proof of Theorem 1.1.
We first look at the dimension 2 case. Let V be the natural GLε2(q)-
module. Two subgroups of GLε2(q) play a leading role. The first is the
monomial group GLε1(q) o T1 which has order 2(q − ε)2 and the second
is the group J ε2 which we have already introduced in Section 5. We
now give an alternative description of J ε2. If ε = +, J+

2 = GL1(q2) : 〈α〉
where α is the field automorphism of GF(q2) which maps every element
to its qth power. If ε = −, then J−2 preserves a decomposition of V as
a sum of two isotropic subspaces and is isomorphic to GL1(q2) : 〈β〉
where β is the automorphism of the multiplicative group of GF(q2)
which maps every element to the inverse of its qth power. In particular,
note that Z(J ε2) is cyclic of order q − ε.

Lemma 9.1. Suppose that p is an odd prime, q = pa > 5 and G =
GLε2(q). Then the maximal subgroups of G containing Z(G) and of odd
index are as follows.

(i) GLε1(q) o T1 when q ≡ ε (mod 4).
(ii) J ε2 when q ≡ −ε (mod 4).

(iii) GLε2(pa/c) ◦ (q − ε) for each odd prime divisor c of a.
(iv) Q8.Sym(3) ◦ (q − ε) when q ≡ 3, 5 (mod 8) is a prime.

Furthermore, in each case there is exactly one conjugacy class of such
subgroups.
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Proof. This result is deduced from the list of maximal subgroups of
GLε2(q) given in [9, Theorem 3.4]. �

Corollary 9.2. With G = GLε2(q), we have G ∈M(G,B) if and only
if one of the following holds:

(i) a = a2 > 1;
(ii) a = 1, q 6≡ 3, 5 (mod 8); or
(iii) G = GLε2(3) or GLε2(5).

Proof. If G = GLε2(3) or GLε2(5), then it is easily verified that G is
2-minimal. So we may assume that q > 5.

We first check that if (i) or (ii) hold, then G is 2-minimal. Note first
that exactly one of the groups in (i) and (ii) of Lemma 9.1 can contain
B. If (i) holds, then, as a = a2, (iii) of Lemma 9.1 cannot occur, and, as
a2 > 1, q 6≡ 3, 5 (mod 8) and (iv) of Lemma 9.1 cannot occur. Hence
G is 2-minimal in this case. If (ii) holds, then once again there is only
one conjugacy class of maximal subgroups of odd index in G.

Suppose now that G ∈ M(G,B). Then as exactly one of the sub-
groups listed in (i) and (ii) of Lemma 9.1 contain B, the groups listed
in (iii) and (iv) of the same lemma cannot arise in G. Hence either (i)
or (ii) holds and the corollary is proved. �

We can now harvest the 2-minimal subgroups for the groups GLε2(q).

Proposition 9.3. Assume that G = GLε2(q) (where q = pa). Then
under the given conditions M(G,B) is as follows.

(i) q ≡ ε (mod 8) and

M(GLε1(q) o T1, B) ∪ {GLε2(pa2) ◦ (q − ε)}.
(ii) q ≡ −ε (mod 8) and

M(J ε2, B) ∪ {GLε2(pa2) ◦ (q − ε)}.
(iii) q ≡ 4− ε (mod 8), p 6= 5, and

M(J ε2, B) ∪ {Q8.Sym(3) ◦ (q − ε)}.
(iv) q ≡ 4 + ε (mod 8), p 6= 5 and

M(GLε1(q) o T1, B) ∪ {Q8.Sym(3) ◦ (q − ε)}.
(v) q = 5a with a odd and

M(GLε1(q) o T1, B) ∪ {GLε2(5) ◦ (q − ε)} ∪ {Q8.Sym(3) ◦ (q − ε)}.

Proof. Assume that P 6∈ M(GLε1(q) o T1, B) when q ≡ ε (mod 4) and
P 6∈ M(J ε2, B) when q ≡ −ε (mod 4). We prove the result by induction
on a. Assume that a = 1. If q = 3 or q = 5, then we observe that the
proposition holds. Hence we may take q > 5. If P = G, then (i) or (ii)
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holds by Lemma 9.2. If P < G, then Lemma 9.1 indicates that q ≡ 3, 5
(mod 8) and that one of (iii) and (iv) holds. Assume now that a > 1.
Again if P = G, we get a = a2 > 1 from Lemma 9.2 and (i) or (ii)
holds. For P < G we again apply Lemma 9.1 to get P ≤ GLε2(q0) where
qc0 = q for some odd prime c. Noting that q ≡ q0 (mod 8), induction
yields the result. �

For completeness we re-record, from Theorems 8.1 and 8.2, the 2-
minimal subgroups ofM(GLε1(q)oT1, B) for q ≡ ε (mod 4) andM(J ε2, B)
for q ≡ −ε (mod 4).

Lemma 9.4. (i) For q ≡ ε (mod 4),M(GLε1(q)oT1, B) = {T (1, sc, 1) |
sc ∈ Π(q − ε)}.

(ii) For q ≡ −ε (mod 4), M(J ε2, B) = {T (1, sc, 1) | sc ∈ Π(q+ ε)}.

�

Corollary 9.5. G = GLε2(q) is 2-immutable.

Proof. From Proposition 9.3 and Lemma 9.4 it follows that pairs of dis-
tinct members ofM(G,B) are not isomorphic. HenceG is 2-immutable.

�

In the next theorem we determine the 2-minimal subgroups of H =
GLε2(q) o Tm−1 ≤ GLε2m(q) where B ≤ H (notice here that m = n1 and
r = 1). These subgroups break into two types as indicated by Proposi-
tion 9.3. Thus we introduce the quaternion 2-minimal subgroups when
q ≡ 3, 5 (mod 8)

Q(m) = Zm ((q − ε)2 ◦Q8.Sym(3)) o Tm−1

and the ε-linear 2-minimal subgroups

S(2,m) = Zm (SLε2(pa2).(q − ε)2) o Tm−1

for q ≡ 1, 7 (mod 8) or q = 5a with a odd. Note that when q = 5a with
a odd there are both quaternion and ε-linear 2-minimal subgroup. With
reference to our notation at this point, we note that SLε2(pa2).(q−ε)2 =
O2′(GLε2(pa2)) is the subgroup of GLε2(pa2)◦(q−ε) consisting of elements
with determinant in the subgroup of GF(q)∗ when ε = + or GF(q2)∗

when ε = − of order (q − ε)2.

Theorem 9.6. Suppose that H = GLε2(q) oTm−1 for some natural num-
ber m. Then

M(H,B) =M(NH(A), B) ∪ {Q(m), S(2,m)}.

In particular, H is 2-immutable.
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Proof. Let K be the base group of H and suppose that P ∈M(H,B).
Then by the construction of H, P ≤ KS and S operates transitively
on the factors K1, . . . , K2m−1 of K. Now S ∩K ∈ Syl2(K) and NK(S ∩
K) = (S ∩ K)Zm by Theorem 5.1. It follows that π1(NK(S ∩ K)) =
NK1(S ∩ K). Finally, K1 is 2-immutable by Corollary 9.5. Thus the
conditions of Lemma 3.15 are satisfied and so we have P ∈M(NH(S∩
K), B) = M(NH(A), B) by Lemma 5.3 or P = Zm〈O2′(L)Tm−1〉Tm−1

where L ∈ M(K1, NK1(S ∩ K1)). If L ≤ NK1(A1), then we also have
P ∈M(NH(A), B). Proposition 9.3 now delivers the result. �

By Propositions 5.9 and 5.10 we now see why GLε4(q) is most inter-
esting for us when q ≡ −ε (mod 4).

Lemma 9.7. Suppose that G = GLε4(q) and q ≡ −ε (mod 4). Then
M(G,B) =M(GLε2(q) o T1, B)∪ {GLε4(pa2) ◦ (q− ε)}. In particular, G
is 2-immutable.

Proof. The first part follows from Propositions 5.9 and 5.10 and then
we see that G is 2-immutable by applying Theorem 9.6. �

Finally, for q ≡ −ε (mod 4), we consider groups of the form H =
GLε4(q) o Tm−2 contained in GLε2m(q) and containing B. Our aim is
to determine all the 2-minimal subgroups of H. Thus we additionally
define

S(4,m) = Zm (SLε4(pa2).(q − ε)2) o Tm−2

for q ≡ −ε (mod 4). Note that if ε = +, then a2 = 1. The group
S(4,m) is also called a ε-linear 2-minimal subgroup.

Theorem 9.8. Suppose that H = GLε4(q) oTm−2 with q ≡ −ε (mod 4).
Then M(H,B) =M(GLε2(q) o Tm−1, B) ∪ {S(4,m)}. In particular, H
is 2-immutable.

Proof. Just as in Theorem 9.6 we get that Lemma 3.15 is applicable. It
then follows from Lemma 9.7 that M(H,B) is precisely as described.

�

10. 2-minimal subgroups of GLε2n1 (q)

In this section we assume that n = 2n1 , write m = n1 and intend to
describe in detail the members ofM(G,B). We first examine the basic
action of the 2-minimal subgroups of G.

Proposition 10.1. Suppose that G = GLε2m(q) with m > 1.

(i) If q ≡ ε (mod 4), then

M(G,B) =M(GLε1(q) o Sym(2m), B) ∪M(GLε2(q) o Tm−1, B).
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(ii) If q ≡ −ε (mod 4), then

M(G,B) =M(J ε2oSym(2m−1), B)∪M(GLε2(q)oTm−1), B)∪M(GLε4(q)oTm−2, B).

In particular, G is 2-immutable.

Proof. Define

M∗ =M(GLε1(q) o Sym(2m), B) ∪M(GLε2(q) o Tm−1, B)

if q ≡ ε (mod 4) and

M∗ =M(GLε2(q) o Sym(2m−1), B) ∪M(GLε4(q) o Tm−2, B)

if q ≡ −ε (mod 4). Note that by Lemmas 3.8, 5.2 and 5.3 we have

M(GLε2(q)oSym(2m−1), B) =M(J ε2oSym(2m−1), B)∪M(GLε2(q)oTm−1, B).

Observe that the members of M∗ are 2-immutable in their signified
over-groups by Corollary 8.3 and Theorems 9.6 and 9.8.

We may assume that m > 1 when q ≡ ε (mod 4) and that m > 2
when q ≡ −ε (mod 4). Denote by Mj the set of 2-minimal subgroups
of GLε2j(q) o Sym(2m−j) and note that M1 is non-empty if and only if
q ≡ ε (mod 4). Then using Propositions 5.9 and 5.10, GLε2m(q) is not
2-minimal so long as m > 1 when q ≡ ε (mod 4) and m > 2 when
q ≡ −ε (mod 4), employing Propositions 5.9 and 5.10 again gives

M(G) =
m−1⋃
j=1

Mj.

Suppose that the theorem is false. Then there exist a minimal j ≤
m−1 such P ∈Mj but P is not inM∗. Let M = GLε2j(q) oSym(2m−j)
and C be the base group of M . Lemma 3.8 implies that P = NP (S∩C)
or P ∈M(CB,B). As S∩C contains A as described before Lemma 5.3
we can apply Lemma 5.3 when P = NP (S ∩C) to get P ≤ NG(A) and
consequently P ∈ M1 if q ≡ ε (mod 4) and P ∈ M2 if q ≡ −ε
(mod 4), which is against the choice of P . Hence PC = BC = SC as
Z(G) ≤ C. In particular we have P ≤ GLε2j(q) o Tm−j. Thus j > 1 if
q ≡ ε (mod 4) and j > 2 if j ≡ −ε (mod 4). We now intend to apply
Lemma 3.15, so write C = K1 × · · · × K2m−j where K`

∼= GLε2j(q),
1 ≤ ` ≤ 2m−j. Proceeding by induction we may assume G = GLε2j(q)
is 2-immutable and π1(NC(S)) = π1((S ∩ C)Z(G)) = NK1(S ∩ K1),
hence Lemma 3.15 and induction shows that there exists P0 with P =
〈P0, B〉 where P0 ∈ M(GLε1(q) o Sym(2j), B) ∪ M(GLε2(q) o Tj−1, B)
when q ≡ ε (mod 4) and P0 ∈ M(G) = M(GLε2(q) o Sym(2j−1), B) ∪
M(GLε4(q) o Tj−2, B) when q ≡ −ε (mod 4). But then P ∈ M∗ and
we have a contradiction. Consequently M(G,B) = M∗ so proving the
proposition.
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11. Proof of Theorem 1.1

We first recollect the 2-minimal toral subgroups

T = T (G,B) = {T (nj; s
c; k) | j ∈ I, sc ∈ Π(q − ε) and 1 ≤ k ≤ nj}

when q ≡ ε (mod 4) and

T = T (G,B) = {T (ni; s
c; j), T (ni; t

d;ni) | i ∈ I, 1 ≤ j < ni, s
c ∈ Π(q−ε), td ∈ Π(q+ε)}

when q ≡ −ε (mod 4).
The 2-minimal linkers and fusers also vary according to the congru-

ence of q so we have

F = F(G,B) = F(H,B) = {〈B,P 〉 | P = P (ni+nj) ∈ F(Sym(n), T )}

when q ≡ ε (mod 4) and

F = F(G,B) = F(H,B) = {〈B,P 〉 | P = P (ni+nj) ∈ F(Sym(bn/2c), T )}

when q ≡ −ε (mod 4). Similarly

L = L(G,B) = L(H,B) = {BP | P = P (ni; j) ∈ L(Sym(n), T )}

when q ≡ ε (mod 4) and

L = L(G,B) = L(H,B) = {BP | P = P (ni; j) ∈ L(Sym(bn/2c), T )}

when q ≡ −ε (mod 4).
The quaternion 2-minimal subgroups Q(m) defined so far only in

GLε2m(q) (see just after Corollary 9.5) extend to 2-minimal subgroups

Q(ni)×
∏

k∈I\{i}

Bnk

of GLεn(q). We abuse notation and also denote this 2-minimal subgroup
of GLεn(q) by Q(ni). The set of quaternion 2-minimal subgroups is

Q = Q(G,B) = {Q(ni) | i ∈ I}.

We recollect that this set is non-empty precisely when q ≡ 3, 5 (mod 8).
Similarly we have ε-linear 2-minimal subgroups

S(2, ni)×
∏
k 6=i

Bnk

for q ≡ 1, 7 (mod 8) or q = 5a with a odd and

S(4, ni)×
∏
k 6=i

Bnk
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for q ≡ −ε (mod 4) of GLεn(q). We again abuse notation and denote
these subgroups by S(2, ni) and S(4, ni) respectively. Put

S = S(G,B) = {S(2, ni), S(4, ni) | i ∈ I}.

When ε = + we have radical 2-minimal subgroups

R(ni≫ nj)

and the set of radical 2-minimal subgroups is

R = R(G,B) = {R(ni≫ nj) | {i, j} ⊆ I, i 6= j}.

When ε = −, n is odd and q ≡ 1 (mod 4), the counterparts of the
radical 2-minimal subgroups are the unitary 2-minimal subgroups

U(nj) = GU2nj +1(q)×
∏

k 6∈{j,r}

Bnk

where j ∈ I \ {r} and the set of these subgroups is

U = U(G,B) = {U(nj) | 1 ≤ j ≤ r − 1}.

Theorem 11.1. For G = GLεn(q),

M(G,B) = T ∪ F ∪ L ∪Q ∪ S ∪R ∪ U .

Proof. We proceed by induction on n noting that the result is true
for n = 1 and n = 2. Suppose that P ∈ M(G,B). Then by The-
orem 6.1, either P = G ∈ U(G,B) or r = 1, P ∈ M(NG(A), B),
ε = + and P = Op(P )B or P ∈ M(GLε(U) × GLε(W ), B) for some
non-zero subspaces U and W of V . If r = 1, Proposition 10.1 together
with Theorems 9.6 and 9.8 show that either P ∈ S(G,B), Q(G,B)
or M(NG(A), B). If indeed P ∈ M(NG(A), B), Theorems 8.1 and 8.2
indicate that P ∈ T (G,B) ∪ F(G,B) ∪ L(G,B). So we may suppose
that P ∈ M(GLε(U) × GLε(W ), B) for some non-zero subspaces U
and W of V . Let K = GLε(U) and L = GLε(W ). Then by Lemma 3.13
either P ∩K ∈ M(K,B ∩K) or P ∩ L ∈ M(L,B ∩ L). The proof is
now completed by using induction. �

12. Descent to normal subgroups of GLεn(q)–proof of
Theorem 1.2

Throughout this section G = GLεn(q) and G ≥ H ≥ SLεn(q) with
n ≥ 3. We continue the notation developed in earlier sections.

We intend to show that if P ∈ M(H,B ∩H), then PB ∈ M(G,B)
or find the exceptions when this is not the case. Thus our aim is to
prove Theorem 1.2.
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subgroups conditions number
T (ni; s

c; j) i ∈ I, sc ∈ Π(q − ε), 1 ≤ j ≤ ni |Π(q − ε)|
∑

i∈I ni
P (ni + nj) {i, j} ⊆ I, i 6= j r(r − 1)/2
P (ni; j) i ∈ I, ni ≥ 2, 1 ≤ j < ni

∑
i∈I,ni≥2(ni − 1)

R(ni≫ nj) {i, j} ⊆ I, i 6= j, ε = + r(r − 1)

Q(ni) i ∈ I, ni ≥ 1, q ≡ 3, 5 (mod 8)

{
r − 1 n odd

r n even

S(2, ni) i ∈ I, ni ≥ 1, q ≡ 1, 7 (mod 8)

{
r − 1 n odd

r n even

or q = 5a a odd
Table 1. The 2-minimal subgroups of GLεn(q), q ≡ ε
(mod 4), n = 2n1 + · · ·+ 2nr

subgroups conditions number
T (ni; s

c; j) i ∈ I, ni ≥ 1 sc ∈ Π(q − ε) |Π(q − ε)|
∑

i∈I(ni − 1)
1 ≤ j ≤ ni − 1

T (ni; s
c;ni) i ∈ I, sc ∈ Π(q + ε), r|Π(q + ε)|

P (ni + nj) {i, j} ⊆ I, i 6= j, nj > 1 (r − 1)(r − 2)/2
P (ni; j) i ∈ I, ni ≥ 2, 1 < j < ni

∑
i∈I,ni≥2(ni − 2)

R(ni≫ nj) {i, j} ⊆ I, i 6= j, ε = + r(r − 1)
U(ni) i ∈ I \ {r}, nr = 0, ε = − r − 1

Q(ni) i ∈ I, ni ≥ 1, q ≡ 1, 7 (mod 8)

{
r − 1 n odd

r n even

S(2, ni) i ∈ I, ni ≥ 1, q ≡ 3, 5 (mod 8)

{
r − 1 n odd

r n even

or q = 5a a odd

S(4, ni) i ∈ I, ni ≥ 2


r n ≡ 0 (mod 4)

r − 1 n ≡ 2, 3 (mod 4)

r − 2 n ≡ 1 (mod 4)

Table 2. The 2-minimal subgroups of GLεn(q), q ≡ −ε
(mod 4), n = 2n1 + · · ·+ 2nr

Because of Lemma 3.12 to understand the 2-minimal subgroups of
the groups H with G ≥ H ≥ SLεn(q), we may just study those groups
which also contain Z(G). Such subgroups have index dividing (q− ε, n)
so assume k divides (q − ε, n) and define Hk to be the unique normal
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subgroup of G of index k which contains Z(G) and SLεn(q). We define
B∗ = B∩Hk, S

∗ = S∩Hk and, more generally, for a subgroup Y ≤ G,
Y ∗ = Y ∩Hk. As n ≥ 3, Theorem 5.1 implies B∗ = NHk

(S∗).

Lemma 12.1. For each 1 ≤ j ≤ r, the following hold.

(i) G = Znj
AHk and B = Znj

AB∗.
(ii) G = Znj

Snj
Hk and B = Znj

Snj
B∗.

(iii) S = S1S
∗ where S1 ∈ Syl2(GLε2(q)) is as described in Section

5.

Proof. We consider the image of Znj
A, for 1 ≤ j ≤ r, under the deter-

minant homomorphism. Let λ be a generator of GF(q)∗ when ε = +
and of the subgroup of order q + 1 in GF(q2)∗ when ε = −. Then
det(Znj

) = 〈λ2nj 〉 and | det(A)| = | det(Snj
)| = | det(S1)| = (q − ε)2. It

follows that | det(Znj
A)| = | det(Znj

Snj
)| = | det(Znj

S1)| = q − ε and
this proves the result. �

We next describe the subgroup B∗ in a special case.

Lemma 12.2. Suppose that n = 2n1 +1, G = GUn(q), λ ∈ GF(q2) has
order q + 1 and k divides (q + 1, n). Then

(i) B∗ = 〈S∗, Z(G), s | s ∈ Zn1 , |Zn1 : 〈s〉| = k〉.
(ii) If M ∼= GUn(q1) ◦ (q + 1) is a subfield subgroup of G with

(q+ 1)/(q1 + 1) odd, then B∗ ≤M∗ if and only if λk ∈ GF(q2
1)

(which is if and only if (q + 1)/(q1 + 1) divides k).

Proof. Because n is odd, S∗ = S, BHk = G and so B∗ is the unique
subgroup of B of index k containing S∗ and Z(G). This proves (i).

To see (ii), we note that B∗ ≤ M if and only if s ∈ M where
|Zn1 : 〈s〉| = k. We fix λ ∈ GF(q2) of order q+1. Then we may suppose
the non-one entries in the diagonal matrix s are λk. Since (q+1)/(q1+1)
is odd, det s = (λk)2n1 ∈ GF(q2

1) if and only if λk ∈ GF(q2
1). Hence

s ∈M if and only if λk ∈ GF(q2
1) which is if and only if (q+ 1)/(q1 + 1)

divides k. �

Another exceptional case which appears when n = 4 is covered in
Lemma 12.3.

Lemma 12.3. Assume that n = 4 and (q− ε)2 = 4. Let B∗ ≤ L ≤ Hk

be such that

L ∼=

{
(q − ε) ◦ 21+4

+ .Alt(6) if k = 4, or

(q − ε) ◦ 21+4
+ .Sym(6) if k = 2.

Then

M(L,B∗) ⊆M((GLε2(q) o Sym(2))∗, B∗) ∪M(((q + 1) o Sym(4))∗, B∗).



43

Proof. LetQ = O2(L). ThenQ is of symplectic type andQ′ = Φ(Q) has
order 2. We have M(L,B∗) = {P1, P2} has size 2 and Pi/Q ∼= Sym(4)
if k = 4 and Pi/Q ∼= 2 × Sym(4) if k = 2. We choose notation so
that P1 normalizes a subgroup W1 of Q of order 8 and P2 normalizes a
subgroup W2 of order 16. Observe that the action of L/Q on Q/Z(Q)
shows that W1 and W2 are uniquely determined and correspond to
isotropic subspaces. Since |W1 : Z(Q)| = 2, W1 is abelian and we have
W1
∼= 4 × 2. Hence P1 normalizes an elementary abelian subgroup of

order 4 and thus P1 ∈ M(GLε2(q) o Sym(2))∗, B∗). So consider W2.
Suppose that W2 is non-abelian. Then W2

∼= 4 ◦ Dih(8) ∼= 4 ◦ Q8. If
CQ(W2) 6≤ W2, then, as CQ(W2) is normalized by P2, CQ(W2) has order
16, whereas W2 is unique with this property. Hence CQ(W2) = Z(Q).
Let F ≤ W2 be non-abelian of order 8. Then F is extraspecial and so
Q = FCQ(F ) by [21, Lemma 5.4.6]. As CQ(F ) centralizes FZ(Q) =
W2, this contradicts CQ(W2) = Z(Q). Hence W2 is abelian and so P2

normalizes an elementary group of order 8. It follows that P2 preserves
a decomposition of V into a decomposition of at least 3 subspaces.
Hence P2 ∈M(((q + 1) o Sym(4))∗, B∗). This proves Lemma 12.3. �

Recall that when n = 2n1 + 1, U(n1) ∈ M(G,B) from Section 11.
Let GF(q2

0) be the minimal subfield of GF(q2) containing all the kth

powers of elements of GF(q2). Of course q0 varies with k.

Proposition 12.4. Suppose that G = GUn(q), k divides (q+ 1, n) and
P ∈ M(Hk, B

∗). If n = 3 and p = 5, assume that a is even. Then
either

(i) P preserves an orthogonal decomposition of V ;
(ii) q ≡ 1 (mod 4), n = 2n1 + 1, P ∈ M(U(n1)∗, B∗), P =

(GU2n1+1(q0) ◦ (q + 1))∗ and there are ( q+1
q0+1

, k) Hk-conjugacy

classes of such subgroups; or
(iii) n = 4 (q + 1)2 = 2, |G/Hk| is even, and P ∈ M(K,B∗)

where K ∼= ((q + 1) ◦ Sp4(q) : 2)∗ of which there are two Hk-
conjugacy classes.

In particular, for k > 1, Hk ∈ M(Hk, B
∗) if and only if n = 2n1 + 1,

q ≡ 1 (mod 4) and q0 = q.

Proof. We first determine the cases where P = Hk is 2-minimal. We
know n = 2n1 + · · ·+ 2nr .

Suppose that r = 1 so that n = 2n1 . If n ≥ 8, then both (GU2(q) o
Sym(n/2))∗ and (GU4(q) o Sym(n/4))∗ contain B∗ and so Hk is not 2-
minimal in this case. If n = 4 and (q+1)2 ≥ 4, we have B∗ ≤ (GU1(q) o
Sym(4))∗ and (GU2(q) o Sym(2))∗, and again Hk is not 2-minimal. So
suppose that n = 4 and (q+1)2 = 2. Then, by Theorem 5.8, H2 has two
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H2-conjugacy classes of subgroups isomorphic to ((q + 1) ◦ Sp4(q) : 2)∗

contain B∗ and so G is not 2-minimal in this case.
If r ≥ 3, then both (GU2n1 (q) × GUn−2n1 (q))∗ and (GUn−2nr (q) ×

GU2nr (q))∗ are maximal subgroups containing B∗. Hence r ≤ 2. If nr >
0, then (GU2n1 (q)×GU2n2 (q))∗ and (GU2(q) oSym(n/2))∗ both contain
B∗ and together generate Hk. Therefore n = 2n1 + 1. If q ≡ 3 (mod 4),
then G is generated by (GU1(q) o Sym(n))∗ and (GU2n1 (q)×GU1(q))∗.
Hence q ≡ 1 (mod 4).

If B∗ is contained in (GUn(q0) ◦ (q + 1))∗, then by Lemma 12.2 (ii)
we have (q + 1)/(q0 + 1) divides k and k divides (q + 1, n). Since there
are (((q + 1)/(q0 + 1), n), k) = ((q + 1)/(q0 + 1), k) such conjugacy
classes by Proposition 5.8(i), we have more than one such subgroup
containing B∗, which is a contradiction. Hence B∗ is not contained in
the normalizer of any such subfield subgroup of G with (q+ 1)/(q0 + 1)
odd. Using Lemma 12.2 gives q = q0 and so Hk is as described in part
(ii) of the proposition.

Assume now that P < Hk and that (i) does not hold. Then, using
the extra condition when n = 3 and p = 5, Theorem 5.8 yields either
B∗ ≤ P ≤ GUn(q1) ◦ (q + 1) for some GF(q2

1) ≤ GF(q2) and with q1

chosen minimal with this property or n = 4 and (q+ 1)2 ≤ 4 and cases
Theorem 5.8 (iii) and (iv) appear. Consider the first case. Applying
Theorem 5.8 again, we find that P = (GUn(q1)◦ (q+ 1))∗ is 2-minimal.
Since GF(q2

0) is the smallest subfield of GF(q2) which contains the kth

powers, we have GF(q2
0) ≤ GF(q2

1) and so B∗ ≤ (GU2n1+1(q2
0))∗ ≤ P .

Now, since Bk ≤ (GU2n1 (q1)×GU1(q1))∗ and P is 2-minimal, we deduce
that q1 = q0. The number of conjugacy classes of such subgroups is
given in Theorem 5.8. Thus (ii) holds in this case.

If n = 4 and (q + 1)2 = 2, then, if in addition k is even, Hk has two
conjugacy classes of subgroups isomorphic to (q + 1) ◦ Sp4(q):2 which
contain B∗ = S∗ so (iii) holds.

If n = 4 and (q + 1)2 = 4, then we apply Lemma 12.3 to see that P
appears in (i). �

Proposition 12.5. Suppose that G = GLn(q), k divides (q− 1, n) and
P ∈M(Hk, B

∗). Then either

(i) P is contained in a parabolic subgroup of G;
(ii) P acts irreducibly on V and there exists b ≥ 1 such that n =

2bm and P ≤ GL2b(q) o Sym(m); or
(iii) n = 4, (q−1)2 = 2, |G/Hk| is even, and P ∈M(K,B∗) where

K ∼= ((q− 1) ◦ Sp4(q):2)∗ of which there are two Hk-conjugacy
classes.
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Proof. We first show that Hk 6∈ M(Hk, B
∗). Suppose this is false. If

n is not a power of 2, then B∗ leaves invariant at least two proper
subspaces of different dimensions and so is contained in two distinct
parabolic subgroups of G. Hence n = 2n1 . If n1 ≥ 3, then B∗ preserves
a decomposition into 2-spaces and 4-spaces and the stabilizers of these
decompositions generate Hk, a contradiction. Hence n = 4. If (q−1)2 >
2, B∗ is contained in (GL1(q) o Sym(4))∗ and (GL2(q) o Sym(2))∗, again
a contradiction. So suppose that (q−1)2 = 2. Then Theorem 5.7 shows
that Hk contains two Hk-conjugacy classes of subgroups isomorphic to
((q − 1) ◦ Sp4(q):2)∗. Thus Hk is not 2-minimal.

Now suppose that P ∈ M(Hk, B
∗) is a proper subgroup of Hk.

Theorem 5.7 together with Lemma 12.3 yield that (i), (ii) or (iii) holds
or P is contained in a subfield subgroup. In the latter case an induction
argument yields the result. �

We now start to determine which 2-minimal subgroups of Hk are
normalized by B.

Lemma 12.6. If P ∈ M(Hk, B
∗) where k divides (q − ε, n) and P ≤

GLε(U) × GLε(W ) for U and W non-zero subspaces of V with V =
U ⊕W an orthogonal decomposition, then B normalizes P .

Proof. Without loss we may suppose dimU ≥ dimW . If n = 3, then
Hk = H3 or H1 and, in particular, S ≤ P . As n = 3, dimU = 2 and
so B = S(Z(GLε(U)) × Z(GLε(V )). Since S ≤ P and P ≤ GLε(U) ×
GLε(W ), P is normalized by B.

If n = 4, then B∗ acts irreducibly on V and so there is nothing to
do in this case.

Suppose now that n ≥ 5. Then dimU ≥ 3. Put K = SLε(U) and
observe that K ≤ SLεn(q) ≤ Hk. Then NK(S ∩ K) = B ∩ K by
Theorem 5.1. Using Lemma 3.9 we know that P ≤ M(KB∗, B∗) or
P ∈ M(CHk

(K)B∗, B∗). Furthermore, either P = B∗(P ∩ CHk
(K)) or

P = B∗(P ∩K).
Recall that S1 ∈ Syl2(GLε2(q)) and so S1 ∩ Hk ≤ S∗ contains a

quaternion subgroup Q1 and we have [V, S1] = [V,Q1] is irreducible of
dimension 2. Now note that U and W are S∗-invariant and so also Q1-
invariant. It follows that [U, S1] = [U,Q1] ≤ U and [W,S1] = [W,Q1] ≤
W . Hence Lemma 12.1 yields that U and W are S-invariant. Since all
S-invariant subspaces are sums of Vnj

’s, we have that U and W are
B-invariant. In particular, B ≤ GLε(U)×GLε(W ).

Note that P ∩K is centralized by B ∩GLε(W ) and, by Lemma 12.1
(ii), B = B∗(B ∩GLε(W )) and, similarly, P ∩CG(K) is centralized by
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B = (B ∩ GLε(U))B∗. Hence, since B∗ is normalized by B, we have
that P is normalized by B. �

We now take care of the special case omitted from Proposition 12.4.

Lemma 12.7. Assume that G = GU3(q) with q = 5a, a odd, and that
P ∈M(H3, B

∗). Then either

(i) B normalizes P ; or
(ii) a = 1, and there are three H3-conjugacy classes of subgroups

P ∼= 3.Mat(10).

Moreover, H3 is 2-minimal unless q = 5.

Proof. We may assume that (i) and (ii) do not hold. If q = 5, then,
using [18], the result can be read from the list of maximal subgroups
of G. So assume that q > 5. By Lemma 12.2, B∗ is never in a subfield
subgroup of H3. As q ≡ 1 (mod 4), B∗ does not preserve an orthogonal
decomposition into three one-spaces. Hence the unique maximal over-
group of B∗ in H3 preserves the orthogonal sum of V into a 2-space and
a 1-space. In particular, H3 is 2-minimal and employing Lemma 12.6
gives that any other 2-minimal subgroup is normalized by B. �

Lemma 12.8. Suppose that n = 4, k = 2, (q − ε)2 = 2, and K ≤ H2

with K ∼= (q−ε)◦Sp4(q):2. If P ∈M(K,B∗), then one of the following
holds.

(i) P ∈M((GL2(q) o Sym(2))∗, B∗).
(ii) q = p ≡ 3, 5 (mod 8) and P ∼= (q − ε) ◦ 21+4

− .Sym(5).
(iii) q ≡ 1, 7 (mod 8) and P ∼= (q − ε) ◦ Sp4(pa2):2.

Proof. Suppose that P ∈ M(K,B∗) \ M(GL2(q) o Sym(2))∗, B∗). By
[11, Table 8.12], P = K if and only if K = (q − ε) ◦ Sp4(pa2) and
q ≡ 1, 7 (mod 8). If q ≡ 3, 5 (mod 8), then B is contained in a unique
K-conjugacy class of subgroups of shape X = (q − ε) ◦ 21+4

− .Sym(5).
This group intersects (GL2(q) oSym(2))∗ in the maximal subgroup (q−
ε) ◦ 21+4

− .Sym(4) and this is one of the groups P1 or P2 which we will
encounter in Theorem 12.9 (v) and in this case (i) holds. It follows that
P = X. This completes the proof of the lemma. �

Theorem 12.9. Suppose that P ∈ M(Hk, B
∗) where k divides (q −

ε, n). Then at least one of the following holds.

(i) B normalizes P .
(ii) P ≤ NG(A).
(iii) ε = −, q ≡ 1 (mod 4), n = 2n1+1, q 6= q0, P ∈M(U(n1)∗, B∗)

and there are ( q+1
q0+1

, n) subgroups isomorphic to (GU2n1+1(q0) ◦
(q + 1))∗.
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(iv) n = 4, (q− ε)2 = k = 2, P ∈M(S(4, 2)∗, B∗) and we have two
H2-conjugacy classes of subgroup in each of the following cases
(a) q = p ≡ 3, 5 (mod 8) and P ∼= (q − ε) ◦ 21+4

− .Sym(5); and
(b) q ≡ 1, 7 (mod 8) and P ∼= (q − ε) ◦ Sp4(pa2):2.

(v) n = 4, k ∈ {2, 4}, (q − ε)2 ≤ 4, and P ∈ M(Q(2)∗, B∗) with
|P/Zn1| = 3 ·29/k. There are two Hk-conjugacy classes of such
subgroups.

(vi) n = 3 and q = 5, and P is one of three H3-conjugacy classes
of subgroups P ∼= 3.Mat(10).

Proof. If n = 3 and p = 5 with a odd, then we refer to Lemma 12.7 to
obtain either (i) or (vi).

If P = Hk, then B normalizes P and (i) holds. Hence we assume
that P < Hk.

If P does not act irreducibly on V , then Propositions 12.4 and 12.5
and Lemma 12.6 yield that either (i) holds or ε = + and P is contained
in a parabolic subgroup of G. In the latter case, Theorem 7.2 shows
that (i) holds as well. Thus P acts irreducibly on V .

Suppose that P ≤ GLε2d(q) o Sym(n/2d) for some d such that 2d

divides n, set L = GLε2d(q) o Sym(n/2d) and take K to be the base
group of L. If d = 1, then P ≤ NG(A) and we find that (ii) holds. By
Lemma 3.5 either PK∗/K∗ ∈M(L∗/K∗, B∗K∗/K∗) or PK∗ = B∗K∗.

If PK∗/K∗ ∈ M(L∗/K∗, BK∗/K∗), Lemma 3.8 shows that P =
NP (S ∩K∗). Then Lemma 5.6 implies that P normalizes S ∩K. Since
A ≤ S ∩K, P ≤ NHk

(A) by Lemma 5.3. Again showing that P is in
case (ii).

Assume that P ≤ B∗K∗ = S∗K∗. Then, as P acts irreducibly on V ,
n = 2n1 and P ≤ K∗B∗ ≤ GLε2n1−1(q) o Sym(2). In particular, Zn1 =
Z(G) centralizes P and so to show that P is normalized by B we need
to show that P is normalized by S by Lemma 12.1. Suppose that when
n = 4, q 6≡ 3, 5 (mod 8). Taking J = J1J2 = SLε2n1−1(q) × SLε2n1−1(q)
and setting R = S∗, Theorem 5.1 with the fact that q 6≡ 3, 5 (mod 8)
when n = 4, yieldsNJ1(R∩K) = B∗∩J1. Thus, noting that Lemma 12.1
(iii) provides hypothesis (iii) of Lemma 3.16, we apply Lemma 3.16 to
see that (i) holds.

In the case that n = 4 and q ≡ 3, 5 (mod 8), we have that S∗ ∩
J ∼= Q8 × Q8, NJ(S∗ ∩ J) ∼= SL2(3) × SL2(3) and so Lemma 3.16
no longer applies. We have that SJ/JCS(J) ∼= Out(J) ∼= Dih(8). Let
S0 = NS(J1). Then S0 has elements with determinant of order (q− ε)2

and, when acting on T = NJ(S∗ ∩ J)/(S∗ ∩ J) ∼= 3 × 3, S0/CS0(T )
is elementary abelian of order 4. Notice that as 2 divides k, we have
S∗0/CS∗0 (T ) has order 2 and inverts T . We consider J acting preserving
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the subspaces 〈e1, e2〉 and 〈e3, e4〉 where (e1, e2, e3, e4) is the standard

basis for V . We may suppose that y =

(
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

)
∈ S. Since det(y) = 1,

y ∈ S∗ and surely y 6∈ S0 and y does not centralize T . It follows that
S∗/CS∗(T ) is elementary abelian. Since S∗0 inverts T , we have [T, y]
and CT (y) are S∗-invariant and conjugate by some element x ∈ S.
Therefore, if we set P1 = [NJ(S∗ ∩ J), y]SZn1 and P2 = P x

1 . Then

{P1, P2} =M(NJ(S∗ ∩ J)S∗Zn1 , B
∗) ⊆M(JS∗Zn1 , B

∗).

Since NJ(S∗ ∩ J)SZn1 = Q(2), we have the 2-minimal subgroups are
as listed in (v).

Assume that P ∈M(JS∗Zn1 , B
∗) \M(NJ(S∗ ∩ J)S∗Zn1 , B

∗). Then
S∗ ∩ J is not normalized by P . We know that

P = B∗(P ∩ J) = S∗Zn1(P ∩ J)

and so, as S∗ ∩ J is not normalized by P , P ∩ J does not normalize
S∗ ∩ J . Set Q1 = 〈(S∗ ∩ J1)P∩J〉 and Q = 〈QS∗

1 〉. Then Q is normalized
by S∗Zn1(P ∩ J) = P . As S∗ ∩ J ∈ Syl2(Q), P = QNP (S∗ ∩ J) and so
P = S∗Zn1Q, as S∗ ∩ J is not normal in P and P is 2-minimal. Now
observe that CS(J1) normalizes Q1 and S∗, hence Q is normalized by
CS(J1) and by S∗. Therefore S = CS(J1)S∗ normalizes Q. It follows
from P = S∗Zn1Q, that B = SZn1 normalizes P , a contradiction.

Finally Propositions 12.4 and 12.5 combined with Lemma 12.8 yield
parts (iii), (iv) or (v). �

We mention in passing that the 2-minimal subgroups in (v) are con-
tained in the subgroup L considered in Lemma 12.3.

Lemma 12.10. Assume that P ∈M(Hk, B
∗) where k divides (q−ε, n)

and that P ≤ NG(A). Then S normalizes P and either

(i) PB ∈M(G,B); or
(ii) n = 2n1+2n2, P ≤ P+ = P (n1+n2) ∈ F(G,B) and PCG(A) =

P+CG(A).

Proof. Because of Lemma 12.1 to show that P is normalized by B we
just need to show that it is normalized by A and by Znj

for some
1 ≤ j ≤ r. Since Hk is a normal subgroup of G and P normalizes A by
hypothesis we have

[P,A] ≤ A ∩Hk ≤ S∗ ≤ P.

Therefore A and hence S normalizes P . If Znj
normalizes P for some

1 ≤ j ≤ r, then, because of Theorem 5.1, Lemma 3.7 implies PB ∈
M(G,B). And so we may suppose that no Znj

normalizes P . By
Lemma 5.2, we have CG(A) is abelian. Therefore, if P ≤ CG(A)S,
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then, as each Znj
≤ Z(CG(A)S), we have P centralizes Znj

for all j,
contrary to our assumption. Also, if n = 2n1 , then we have Zn1 ≤ Z(G).
Hence we may suppose that n 6= 2n1 and P 6≤ CG(A)S.

Since P 6≤ CG(A)S = CG(A)B and PCG(A) ≥ S, it follows from
Lemma 3.5 that PCG(A)/CG(A) is a 2-minimal subgroup ofNG(A)/CG(A).
Let E be the largest normal subgroup of NG(A) contained in CG(A)S.
Note that E/CG(A) is a (perhaps trivial) 2-group. By Lemma 5.2 (i)
and (ii), we haveNG(A)/E ∼= Sym(n) if q ≡ ε (mod 4) andNG(A)/E ∼=
Sym(bn/2c) if q ≡ −ε (mod 4). Using Theorem 2.1, we get that PE/E
is either a linker or a fuser 2-minimal subgroup. In the former case,
P ≤ CG(Znj

) for all 1 ≤ j ≤ r and so we deduce that PE/E is a
fuser. If r ≥ 3, then there exists j ∈ I such that Znj

is centralized by
P . Hence n = 2n1 + 2n2 and, furthermore, if q ≡ −ε (mod 4), then
n is even (because bn/2c = 2m1 + 2m2). Now let P+ ∈ F(G,B) be
the unique fuser 2-minimal subgroup of G. Then PE = P+E. Since
E/CG(A) is a 2-subgroup of S, we have E = (S ∩ E)CG(A). We also
know that PCG(A) ≥ S∗A = S. Therefore

PCG(A) = PSCG(A) = P (S ∩ E)CG(A) = PE = P+E = P+CG(A).

To prove part(ii) we must show that P ≤ P+. Put Y = 〈P,B〉 and
W = 〈ZP

n2
〉A. Then by Lemma 12.1

Y = 〈P,B∗AZn2〉 = 〈PA,Zn2〉 = 〈ZP
n2
〉AP = WP.

We claim that Y is a 2-minimal subgroup of G. Let M be a maximal
subgroup of Y containing B. Assume first that WM = Y = WP , then,
as W is abelian and A ≤ B,

W = 〈ZP
n2
〉A ≤ 〈ZWM

n2
〉A ≤M.

But then M = Y , a contradiction. Hence MW < Y and the maximality
of M implies W ≤M . Obviously, M/W ≥ B∗W/W and so, as PW/W
is 2-minimal, M/W is contained in the unique maximal subgroup of
PW/W containing B∗W/W . It follows that Y is 2-minimal. Now using
Theorem 1.1, we have Y = P+ and, in particular, P ≤ P+. �

Lemma 12.11. Suppose that n = 2n1+2n2 and that P+ = P (n1+n2) ∈
F(G,B). Then P+ ∩ Hk contains exactly k2′ = |G : SHk| 2-minimal
subgroups P of Hk with P+CG(A) = PCG(A). Furthermore, all such
2-minimal subgroups P of P+ ∩ Hk are conjugate in P+ and PS is
conjugate in P+ to X(n1 + n2)〈(Zn2 ∩Hk)

P+〉Z(G).

Proof. Let P ∈M(P+ ∩Hk, B
∗) with P+CG(A) = PCG(A). From the

construction of P+ in Section 4, we know P+ ≤ NG(A). By Lemma 12.10,
S normalizes P . Therefore we may suppose that Hk contains S as
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this does not change the number of conjugacy classes of subgroups in
M(P+∩Hk, B

∗). In particular, we now have k is odd and this explains
the appearance of S in the description of the number of conjugates of
2-minimal subgroups in M(P+ ∩Hk, B

∗).
Let F = 〈ZP+

n2
〉. Then F ≥ Zn1Zn2 = Zn2Z(G) and from the defini-

tion of P+,

P+ = FX(n1 + n2) ∼= Zn2 o (Tn2 o Sym(2n1−n2 + 1)).

Note that the base group of X(n1 + n2) = (Tn2 o Sym(2n1−n2 + 1))
centralizes F .

As PCG(A) = P+CG(A), we have P+ = FP . We also know that
Zn2Hk = G by the Frattini argument and so |Zn2 : Zn2 ∩ Hk| = k.
Since Zn2 ∩Hk ≤ P , we have 〈(Zn2 ∩Hk)

P+〉 = 〈(Zn2 ∩Hk)
P 〉 ≤ P ∩F .

Furthermore, as S ≤ P , O2(P+) is a normal subgroup of P . Notice
that O2(P+) = O2(F )〈T P+

n2
〉. Set K = 〈(Zn2 ∩ Hk)

P+〉O2(P+). Then
K ≤ P and

P+/K ∼= E o Sym(2n1−n2 + 1)

where E ∼= Zn2/(Zn2 ∩Hk) is cyclic of order k. Observe that the defi-
nition of K depends on P+ and Hk but not P .

We set P+ = P+/O2(P+). Then P+ ∼= Yn2 o Sym(2n1−n2 + 1) where

Yn2 = Zn2/O2(Zn2) and the base group of P+ is F/O2(F ). Further-

more, PF = P
+

. Hence Lemma 2.6 implies that P contains a con-
jugate of X(n1 + n2) ∼= Sym(2n1−n2 + 1). Hence we may assume that

P contains X(n1 + n2). Now (P ∩ F )B∗ and X(n1 + n2)KZ(G) are
both over-groups of B∗ and their product is P . It follows that P =
X(n1 + n2)KZ(G). Hence every 2-minimal subgroup ofM(P+∩Hk, B

∗)
is conjugate to X(n1 + n2)KZ(G) and the number of P+ ∩Hk classes
follows from Lemma 2.5. �

Proof of Theorem 1.2. We consider the scenarios laid out in Theorem 12.9.
If B normalizes P , then Theorem 5.1 and Lemma 3.7 combine to give
PB ∈ M(G,B). This gives possibility (i) of Theorem 1.2. So we may
suppose that B does not normalize P . If P ≤ NG(A), then Theorem 1.2
(ii) follows from Lemmas 3.11 and 12.10. The remaining parts of The-
orem 1.2 are already itemized in Theorem 12.9. �

13. The 2-minimal subgroups of PSL2(q)

In this short final section we determine the 2-minimal subgroups
of PSL2(q) (and hence those of SL2(q)). As will be apparent, the main
result of this section is a minefield of congruences. Unlike the configura-
tion of 2-minimal subgroups in GL2(pa), where the Sylow 2-subgroups
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coincide with their normalizers, the fact that when q ≡ 3, 5 (mod 8)
the normalizers of Sylow 2-subgroups of PSL2(q) are isomorphic to
Alt(4), leads to the case divisions we see below. In particular, the toral
type 2-minimal subgroups which dominate the scene when q ≡ 1, 7
(mod 8) do not arise in this situation and this permits a torrent of
further 2-minimal subgroups of type PSL2(pc) for various c dividing a.

We record a remark regarding the number of conjugacy classes of
certain subgroups of PSL2(q) which forms a part of the famous theorem
of Dickson describing all the subgroups of PSL2(q).

Lemma 13.1. Suppose that r is an odd prime, s = rb and L =
PSL2(s). Then L has

(i) one conjugacy class of subgroups isomorphic to Dih(s− 1);
(ii) one conjugacy class of subgroups isomorphic to Dih(s+ 1);
(iii) two conjugacy classes of subgroups isomorphic to PGL2(rc) if

b/c is even;
(iv) one conjugacy class of subgroups isomorphic to PSL2(rc) if b/c

is odd;
(v) two conjugacy classes of subgroups isomorphic to Alt(5) if s ≡
±1 (mod 10); and

(vi) two conjugacy classes of subgroups isomorphic to Sym(4) if
s ≡ ±1 (mod 8).

Proof. Consult [19, statement 260, page 285]. �

We now itemize the 2-minimal subgroups of PSL2(q). In Theorem 13.2,
the superscript [2] indicates that there are two conjugacy classes of the
given group.

Theorem 13.2. Suppose that G = PSL2(q) with q = pa odd.

(i) If q ≡ 3, 5 (mod 8) and p 6= 3, 5, then one of the following
holds:
(a) q ≡ ±11,±19 (mod 40) and

M(G,B) = {Alt(5)[2],PSL2(ps
t

) | st ∈ Π(a)}; or

(b) q 6≡ ±11,±19 (mod 40) and

M(G,B) = {PSL2(ps
t

) | st ∈ Π(a) ∪ {1}}.
(ii) If q ≡ 3, 5 (mod 8) and p = 3, then

M(G,B) = {PSL2(3s
t

) | st ∈ Π(a)}.
(iii) If q ≡ 3, 5 (mod 8) and p = 5, then

M(G,B) = {PSL2(5s
t

) | st ∈ Π(a) ∪ {1}}.



52 Chris Parker and Peter Rowley

(iv) If q ≡ 1 (mod 8), then one of the following holds:
(a) a2 > 2 or a2 = 2 and q ≡ 1 (mod 16),

M(G,B) =M(Dih(q − 1), B) ∪ {PGL2(pa2/2)[2]};

(b) p = 5, a2 = 2 and

M(G,B) =M(Dih(q − 1), B) ∪ {PGL2(5)[2]} ∪ {Sym(4)[2]};

(c) p = 3, a2 = 2 and

M(G,B) =M(Dih(q − 1), B) ∪ {PGL2(3)[2]};

(d) a2 = 2 and q ≡ 9 (mod 16) with p > 5,

M(G,B) =M(Dih(q − 1), B) ∪ {Sym(4)[2]};

(e) q ≡ 1 (mod 16), a2 = 1,

M(G,B) =M(Dih(q − 1), B) ∪ {PSL2(p)}; or

(f) q ≡ 9 (mod 16), a2 = 1,

M(G,B) =M(Dih(q − 1), B) ∪ {Sym(4)[2]}.

(v) If q ≡ 7 (mod 8), then one of the following holds:
(a) q ≡ 7 (mod 16),

M(G,B) =M(Dih(q + 1), B) ∪ {Sym(4)[2]}; or

(b) q ≡ 15 (mod 16),

M(G,B) =M(Dih(q + 1), B) ∪ {PSL2(p)}.

Proof. We use Dickson’s list of subgroups of PSL2(q) as provided by
Huppert in [23, II.8.27] together with Lemma 13.1.

If q ≡ 3, 5 (mod 8), then a2 = 1, S is elementary abelian and
B ∼= Alt(4). So B is contained in every subgroup containing S of the
form PSL2(pb) where b divides a. Suppose that p 6∈ {3, 5}. Then (i)(a)
and (i)(b) follow after noting that G has two conjugacy classes of sub-
group isomorphic to Alt(5) whenever 5 divides |G| and this is whenever
q ≡ ±11,±19 (mod 40). Thus in these cases PSL2(p) is not 2-minimal
whereas the subgroups Alt(5) are.

If p = 3 and a2 = 1, then we note that B ∼= Alt(4) ∼= PSL2(3) and so
this must be excluded fromM(G,B) and hence we obtain (ii). For the
case p = 5 and a2 = 1, PSL2(5) ∼= Alt(5) and there is a single conjugacy
class of such subgroups by Lemma 13.1 (iv). Thus (iii) holds.

For q ≡ 1, 7 (mod 8), we have that S = NG(S). Thus we are required
to consider all the subgroups of odd index. We consider the cases q ≡ 1
(mod 8) and q ≡ 7 (mod 8) separately.
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Suppose that q ≡ 1 (mod 8). Then S is contained in a subgroup
Dih(q − 1) and so M(G,B) ⊇M(Dih(q − 1), B). The only other sub-
groups which contain S are the subfield subgroups and, when q ≡ 9
(mod 16), two conjugacy classes of subgroups isomorphic to Sym(4)
emerge.

Suppose in addition that a2 > 1. The subgroups PGL2(pa2/2) contain
a Sylow 2-subgroup of G and, by Corollary 9.2, are 2-minimal if and
only if any of the following hold a2 > 2 or a2 = 2 and pa2/2 ≡ 1, 7
(mod 8), or a2 = 2 and p ∈ {3, 5}. We add these subgroups to those
tallied in (iv) (a), (iv)(b) and (iv)(c). Note that when a2 = 2 and p = 5,
we have a further 2-minimal subgroup isomorphic to Sym(4) contained
in each PGL2(5). These are included is (iv)(b).

In the cases where PGL2(pa2/2) is not 2-minimal, we have a2 = 2 and
q ≡ 9 (mod 16) with p > 5. In this case Proposition 9.3 provides two
conjugacy classes of subgroups isomorphic to Sym(4) (one representa-
tive in each conjugacy class of PGL2(pa2/2)). These are added to the
ever burgeoning part (iv) item (d).

If c divides a and c > a2 is such that c2 = a2, then PGL2(pc) also
contains a Sylow 2-subgroup but is not 2-minimal also by Corollary 9.2.
Hence the lists in (iv) (a), (iv)(b), (iv)(c) and (iv)(d) are complete.

If q ≡ 1 (mod 16) and a2 = 1, then PSL2(p) contains a Sylow 2-
subgroup and is 2-minimal. As PSL2(pc) with c > 1 and c dividing a
is generated by the 2-minimal subgroups in Dih(pc − 1) and PSL2(p)
these groups are not 2-minimal and consequently (iv) (e) holds.

When q ≡ 9 (mod 16) and a2 = 1, the Sylow 2-subgroups of G are
isomorphic to Dih(8) and the subgroup PSL2(p) contains two conjugacy
classes of subgroups isomorphic to Sym(4). This gives the 2-minimal
subgroups as described (iv)(f).

Finally suppose that q ≡ 7 (mod 8). Then a2 = 1. We note that
Dih(q+1) contains a Sylow 2-subgroup of G and then by considerations
as in part (iv)(e) and (f) we obtain the stated results. �
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