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ABSTRACT

Quadratic difference tones are one of a family of percep-
tual phenomena that arise from the neuromechanics of the
auditory system in response to particular properties of phys-
ical sound. Long deployed as ’ghost tones’ by improvisers,
computer musicians and sound artists, in this paper we
address the problem of creating quadratic difference tone
spectra, where a QDT fundamental and harmonic overtone
series is specified and the necessary acoustic components
needed to evoke it are synthesised. A numerical algorithm
for solving target distributions of amplitudes for the syn-
thesis of quadratic distortion tone spectra is proposed. The
algorithm aims to find a solution for a target distribution
of amplitudes that matches the desired spectrum as closely
as possible. The experiments were conducted using differ-
ent parameter settings and target distributions. The results
show that the algorithm is effective in solving the problem
in the majority of cases, with at least 99% of the cases be-
ing solvable in real-time. The article also discusses the
convergence of the algorithm and its potential mathemati-
cal properties. Additionally, audio examples implemented
in Max are provided to demonstrate the synthesis of differ-
ent quadratic distortion tone spectra using this approach.

1. INTRODUCTION

Auditory distortion products are perceptual illusions which
arise from the neuromechanics of the auditory system. Of-
ten referred to as difference, sum or combination tones,
these ghostly sounds have a long history as objects of mu-
sical intrigue, from their discovery by Giuseppe Tartini
in 1754, to their contemporary use by improvisers, sound
artists and computer musicians. In a hearing science con-
text, evoked auditory distortion products have served as
a key method used to probe the workings of the cochlea.
Once believed to be caused when the otherwise linear me-
chanics of the auditory system were driven into a non-
linear region by high intensity sound, today they are un-
derstood to arise as byproducts of the active amplifica-
tion process provided by the outer hair cells on the basi-
lar membrane. Indeed, auditory distortion products are
synonymous with the later-named ‘evoked distortion prod-

Copyright: ©2023 Esteban Gutiérrez et al. This is an open-access article
distributed under the terms of the Creative Commons Attribution License
3.0 Unported, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

uct otoacoustic emissions’ (DPOAEs) [1], so-called be-
cause the fluid disturbance in the cochlea backpropogates
through the ear drum and middle-ear, and can be measured
with a microphone in the ear canal.

Auditory distortion products (ADPs) have a rich musi-
cal history spanning experimental music, jazz improvisa-
tion, computer music, drone and noise music, and vari-
eties of sound art. Their use varies between the fleeting,
transient ‘ghost’ tones experienced in the improvisations
of wind players like John Butcher and Evan Parker; to the
disorienting, texturally dense static sound installations of
La Monte Young and Catherine Christer Hennix; to the mi-
crotonal inner-ear counterpoint of Maryanne Amacher. In
terms of ADPs relevance to computer music, a notable fac-
tor is their distinctive spatial imagery. When reproduced
over loudspeakers, auditory distortion can be heard as a
separate auditory stream localising close to the head, sep-
arate from the acoustic tones. This happens because the
distortion tones are generated by the direct interaction of
the acoustic components on the basilar membrane. Lat-
eralization of the distortion tones is governed by Interau-
ral Time (ITD) and Interaural Intensity Differences (IID)
alone; head related transfers matter only insofar as they af-
fect IIDs. Indeed, the closest comparable listening experi-
ence is headphone reproduction, where the auditory image
appears inside and around the head, and is highly sensitive
to head movements. But, crucially, this only happens when
the acoustic tones are reproduced over loudspeakers. Over
headphones, distortion tones can be difficult to hear as a
separate stream.

Typical studies of distortion products deploy two sinu-
soidal signals (primaries) having frequencies f1 and f2,
such that f2 > f1. In these conditions, the two most
prominent tones that can be observed are the lower cu-
bic difference tone (LCDT), which occurs at 2f1 − f2,
and obeys a cubic law distortion; and the quadratic dif-
ference tone (QDT), which occurs at f2 − f1, and obeys
square law distortion. The LCDT is tuned, and to hear it
requires that the ratio of the acoustic tones be in the range
1 < f2/f1 < 1.3 [2, 514]. The highest level results from
the lowest ratio, and it falls off quickly thereafter (Ibid).
The level of the QDT, on the other hand, is only partially
dependent on the ratio of the acoustic tones, and so retains
its amplitude across large changes in interval size. More-
over, its distance from the primaries makes it much easier
to perceptually segregate than the LCDT (see e.g. [3], [4]
and [5].)

At the same time, audibility of the QDT is highly depen-
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dent on intensity. Greater than 50db spl is required for
the component to be heard at all, and its amplitude grows
proportionally to the level of the primaries, such that for
every 1db increase the QDT grows by 2db [2, 514]. In [6],
the authors described methods for ameliorating the listen-
ing fatigue caused by the high intensity needed to hear the
QDT. Drawing on a method presented in [7], they utilised
a sinusoidal complex with constant difference frequencies.
They found that each adjacent pair of sinusoids produces
the identical QDT frequency, adding linearly to its total
gain, and thereby increasing the level of the distortion tone.
On top of this, other QDTs are produced among the com-
ponents, producing multiple harmonics of the fundamental
(e.g. f2 − f1, f3 − f1, f4 − f1 and so on for all combi-
nations). In [7], the authors reported that ‘an harmonic
complex tone . . . can produce a sizeable DS [distortion
spectrum], even at moderate to low sound levels’. Thus,
increasing the number of components, and spreading them
out over a wider frequency range, permits the subjective
level of the acoustic tones to be reduced, without compro-
mising the audibility of the QDT.

This paper describes a method for direct synthesis of qua-
dratic difference tone spectra (QDTS). We look at how to
specify the fundamental frequency and relative amplitudes
for an arbitrary number of harmonics, so as to generate
complex QDT spectra. Through this, we are able to match
the QDT spectra to a target timbre with considerable ac-
curacy in particular cases. In section 2 the model used to
synthesize QDTSs is explained. Section 3 contains a dis-
cussion regarding the well definition of the mathematical
problem involved and a numerical procedure to solve it.
Section 4 contains a brief discussion about the implemen-
tation of our algorithm in MaxMSP. Finally, Sections 5 and
6 discuss how the algorithm was adjusted and explain the
examples included with this article respectively.

2. MODELLING THE QDT SPECTRUM

The problem of how to exert greater control of the timbre
of the QDT spectra has been theorized in [6]. There it is
stated that in order to generate a QDT from a complex of
pure tones with frequencies F, 2F, . . . , (n − 1)F and tar-
get respective amplitudes t1, t2, . . . , tn−1, it is necessary to
have a carrier complex of n pure tones with the frequen-
cies C,C + F,C + 2F, . . . , C + (n− 1)F , where C > 0,
and respective amplitudes x0, x1, . . . , xn−1, such that the
following system of equations is satisfied

t1 = x0xn−1

t2 = x0xn−2 + x1xn−1

...
...

tn−1 = x0x1 + x1x2 + · · ·+ xn−2xn−1

(1)

(for a graphic representation of this setting see figure 1).
Synthesising auditory distortion products using this ap-

proach is in theory capable of using QDTs to produce har-
monic spectrums of arbitrary order, a result that goes be-
yond the 3-4 harmonics achieved in [6]. Because of the
new control of timbre this affords, we have decided to call
this method quadratic distortion tone spectra (QDTS) syn-
thesis.

freq.

amp.

F 2F · · · (n−1)F C C+F · · · C+(n−1)F

Figure 1. On the right, the amplitude and pitches of the carrier com-
plex of pure tones are shown as continuous segments. On the left, the
amplitude and pitches of the target complex of pure tones produced by
QDT are shown as dotted segments. For comparison with the typical no-
tation of combination tones used in the introduction, here C = f1 and
C + F = f2, so that F = f2 − f1 symbolizes the difference tone.

Observe that the system (1) has n − 1 equations and n
variables, so with the purpose of simplifying computations
and using some particular numerical methods we decided
to add an equation that fixes the amplitude of the first pure
tone of the carrier complex to, let us say t0.
Finally, and for the sake of order let us define the following
n polynomials

p0 = x0 − t0
p1 = x0xn−1 − t1
p2 = x0xn−2 + x1xn−1 − t2

...
...

pn−1 = x0x1 + x1x2 + · · ·+ xn−2xn−1 − tn−1,

(2)

and the polynomials dj = pj + tj for j = 1, . . . , n − 1,
and observe that:

1. The distortion function D = (d1, . . . , dn−1) maps
the amplitudes of the carrier complex into the am-
plitudes of the auditory distortion products as a re-
sult.

2. Solving the system (1) together with the condition
x0 = t0 is, of course, equivalent to finding a root for
the system P = (p0, p1, . . . , pn−1) = (0, 0, . . . , 0).

3. EXISTENCE OF SOLUTIONS AND HOW TO
FIND THEM

In this section the existence of the carrier complex of pure
tones together with some ways of finding such solutions
are discussed.

3.1 About the existence

As seen in [6], finding a root for P can be done by hand for
n = 2, 3 and 4, however after this point the problem gets
increasingly complicated.
The problem of finding whether a system of polynomials
in many variables has a solution is not trivial, and the state-
of-the-art theory in this matter is known to be complicated
and computationally expensive. The most widely used al-
gorithm to solve this issue consists in finding a mathemat-
ical object called Gröbner basis, which strongly depends
on the problem, and then use it to determine the number

of solutions of the problem (see for example [8]). Since
we are interested in solving the system for any choice of
target amplitudes (t1, . . . , tn−1), it would be necessary to
compute the Gröbner basis considering the constants tj as
variables, which is rather problematic, since this roughly
duplicates the number of variables and the computational
complexity of computing a Gröbner basis has been esti-
mated to be double exponential in the number of variables
(see [9] and [10]).
With the last being said, we have been able to compute a
Gröbner basis for the system when n = 2, ..., 6 using an
implementation of Faugère algorithm (for a brief summary
of the results see 5.1), which has lead us to determine that
in this cases there is always at least one complex solution
and that the amount of solutions is always finite.
Proving only the existence of complex solutions is by no
means our goal, however, one can prove by hand that if
(a0 + ib0, a1 + ib1, . . . , an−1 + ibn−1) is a complex solu-
tion for the problem, then

D(a0, a1, . . . , an−1)−D(b0, b1, . . . , bn−1)
= (t1, t2, . . . , tn−1),

(3)

that is, assuming that one can control the phase of the audi-
tory distorted products, one could use phase cancellation to
produce the target auditory distortion products by the su-
perposition of two complex pure tones using the real and
imaginary parts of the complex solution.
This approach has two problems:

1. little can be found in the current literature about de-
termining the phase of ADPs, and

2. even though this could potentially generate the target
auditory distortion products accurately, any imple-
mentation of this would still require to first compute
the complex solution, which is in any case double as
much work as finding a real solution provided that
such solution actually exists.

To end this section, let us remark that discerning whether
there are real solutions is an even more challenging prob-
lem than simply finding if there is a solution at all. Ac-
tually, even though such a problem can always be theoret-
ically solved according to Tarski theorem (see for exam-
ple [8]), the state-of-the-art algorithms used to solve this
issue efficiently start by finding a Gröbner basis, which
is still a problem. Moreover, we are already aware that
not much more can be said in the general case since even
when n is small, we have been able to find examples that
do not have a real solution at all (e.g. consider n = 5
and (t0, t1, t2, t3, t4) = (1, 1, 1, 1, 1)), so a reasonable goal
would be to find a criterion that solves the question if there
is a real solution or not before we even start looking for it.

3.2 Algorithm

The absence of real solutions for the system P = 0 ap-
pears to be a dead-end problem. However, we propose a
workaround algorithm designed to avoid null returns. The
algorithm first tries to find a solution for a given initial tar-
get distribution of amplitudes. Then, if it does not find it
fast enough, it restarts the process with a new target that
is chosen randomly in a small neighbourhood of the initial

target, and repeats such process until a solution to the case
with the new target is found.
An algorithm such as the one described before does not
have any reason to converge in general. However, we have
implemented it using the Newton-Raphson algorithm in
the part where the solution is sought, and not even a single
case where this does not work could be found in our exper-
iments (see 5.2 and 5.3 for the details of the experiments),
which gave us enough reasons to implement a solution for
the problem using this approach.
Since we are interested in using this algorithm in real-time,
we decided to try some other techniques in order to opti-
mize the algorithm as much as possible. These techniques
are described here:

1. The initial condition of the Newton-Raphson algo-
rithm can be chosen to be:

(a) the vector (0.5, 0.5, . . . , 0.5), since this is the
average of the vectors in the ideal space of so-
lution [0, 1]n, or

(b) a randomly chosen vector in the ideal space of
solutions [0, 1]n.

2. If a solution is not found using the Newton-Raphson
algorithm, the process will restarts with a new initial
condition (that has to be chosen randomly to avoids
infinite loops) and a new target distribution of am-
plitudes, which can be chosen to be:

(a) changed to a new target distribution of ampli-
tudes that is close enough to the initial target.

(b) changed to a new target distribution of ampli-
tudes that is close enough to the last target
used.

Every combination of techniques described was largely
tested, and even though there was no objectively best op-
tion, we have decided to implement the combination of
techniques given by 1.(b) and 2.(a), because of its speed
and stability (see subsection 5.4 for the details of the ex-
periments and results), giving algorithm 1 as a result.

4. IMPLEMENTATION IN MAX

In order to implement our algorithm in an efficient way
and in a friendly environment, we decided to use the Min
dev-kit, a software development kit containing an exam-
ple package with the current best practices for package
creation using modern C++ code. More precisely, using
the Min dev-kit we were able to build an external object
for Max that implements our algorithm in an efficient way
and that can be freely downloaded from our GitHub repos-
itory 1 .
The resulting external object was named qdt.solver,
and its main utility is solving the system of equations (2)
considering x0 = t0 = 1. qdt.solver has one input
and two outputs: the input is a Max list of integer or float-
ing numbers that represent the target distribution of ampli-
tudes; the left output is a Max list containing the normal-
ized estimation for the amplitudes of the carrier complex

1 The GitHub repository can be accessed here https://github.
com/cordutie/QDTS
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Algorithm 1 QDT solver
1: Define the initial target Tinit ∈ Rn, the error tolerance

ε > 0 and the number of iterations tolerance N ∈ N
2: Define the initial conditions:

• X = Random vector in [0, 1]n

• T = Tinit

3: while ||D(X)− t|| > ε do
4: Run the Newton-Raphson algorithm on the func-

tion D(·) − T with intial condition X updating it in
each iteration until either ||D(X) − T || ≤ ε or the
number of iterations gets to N .

5: if ||D(X)− T || ≤ ε then
6: Redefine the initial condition

• X = Random vector in [0, 1]n

• T = Tinit + ε · R, where R =
Random vector in [0, 1]n

7: end if
8: end while

Figure 2. The qdt.solver object is used to find a solution for the
target distribution of amplitudes at the top of the figure. At the bottom of
the figure, the normalized solution together with the estimation error can
be seen.

of pure tones necessary to generate the target distribution
of amplitudes inputted; and the right output is a Max mes-
sage containing a float number that represents the ℓ2- error
of the estimation, which can be thought as the energy of the
difference between the targeted signal and the theoretical
auditory distortion product described by QDT produced by
the estimated carrier complex of pure tones (see figure 2).
Additionally, whenever a solution could not be found in a
reasonable amount of time, a message is sent to the Max
console warning that experimental methods were used to
approximate a solution in order to avoid Max from freez-
ing.
Since most experiments were conducted using n = 8, 12

and 16, we also made three patches with a fixed amount
of harmonics in the target distribution of amplitudes corre-
sponding to these numbers. Such patches were made in a
way that when loaded using the bpatcher object in Max,
a simple but functional GUI is shown (see figure 3) whose
main purpose is to make the usage of the external as simple
as possible.

Figure 3. Example patch considering n = 8 loaded with the bpatcher
object. In this example the patch is used to synthesize an Auditory
Distortion Product with a frequency of 43Hz and a particular distribu-
tion of harmonics through a carrier complex of pure tones with frequen-
cies 2188Hz, 2231Hz, 2274Hz, . . . , 2489Hz and having an ℓ2- error of
0.000039.

5. ADJUSTING THE ALGORITHM

In this section, the main experiments conducted to adjust
the algorithm to its optimal form are described.

5.1 Experiment 1. Finding a Gröbner Basis

In order to find a Gröbner basis for the system of equations
we tried several approaches. The following are some of the
instances that we implemented.

1. Taking advantage of the fact that the computation
complexity of a Gröbner Basis has been computed
with accuracy in the case of homogeneous polyno-
mials (see [11]), we homogenized the system by chang-
ing every tj with t2j and removing the polynomial p0.
This does not change the solutions of the system,
since the targets are expected to be positive num-
bers, and one can simply add p0 to the basis once it
is computed to add conditions on x0. This in fact
works for the cases where we could find a Gröbner
basis, and adding the polynomial p0 is fundamental
to reduce the dimension of the problem, that is, to
make it a system with a finite amount of solutions.

2. Since in practice one can fix at least one variable,
we tried x0 = t0 = 1. Also, since this implies that
p1 = xn−1 − t1 and p2 = xn−2 +x1xn−1 − t2, one
can easily replace xn−1 = t1 and xn−2 = t2− t1x1.
This reduces the number of variables in 4 and does
not change the total degree of the system, which is
extremely useful since the complexity of computing
a Gröbner basis has been estimated to be double ex-
ponential in the number of variables with base being
the total degree of the system (see [9], [10]).

In both cases, we used the implementations of Buchberger
and F5 algorithms in the Python package sympy, however
after running every combination in parallel in the High Per-
formance Computing Cluster at the School of Engineering
of UC for over a couple of months, just the cases with
n = 2, 3, 4, 5 and 6 have successfully finished. More-
over, the case n = 7 seems to be using a huge amount
of ram, implying that the Gröbner basis for such a case is
extremely large and making its use in real-time non-viable
in a compact environment.

5.2 Experiment 2. Adjusting Newton-Raphson
algorithm to the problem

The Newton-Raphson algorithm is known for its efficiency
provided that it is known to converge, however since in our
case we do not have certainty of its convergence, it is im-
portant to decide how many iterations will be tolerated be-
fore the process restarts with different initial condition and
target.
In order to find a reasonable tolerance, we conducted an ex-
periment that estimate the number of iterations needed for
the algorithm to converge provided that it converges. For
this task, we made a sample of 106 target distributions of
amplitudes chosen at random in the space [0, 1]n for each
of the cases n = 8, 12 and 16. For each target, we tried
the algorithm with random initial conditions chosen in the
space of ideal solutions [0, 1]n up to 10 times each, and for
the cases that could be solved with these constraints, the
number of iterations needed to find a solution was saved.
A summary of these results can be found in table 1.
As a conclusion for the results found in this experiment,

n mean ± sd Percentiles 50, 90
and 99

8 12.55± 12, 9 (8, 26, 72)
12 17, 41± 15, 92 (11, 38, 81.1)
16 21, 26± 18.21 (14, 47, 88)

Table 1. In this table the results concerning the number of iterations
needed to solve the problem provided that it could be solved in less than
10 tries are shown. In each case, a sample of 106 target distributions of
amplitudes was used, and the number of samples that could be solved in
less than 10 tries correspond to 99.46%, 99.89% and 99.98% of the total
corresponding to n = 8, 12 and 16.

we decided that the tolerance will be fixed to satisfy at least
99% of the cases, that is, the algorithm will restart once it
reaches the percentile 99 found in table 1 for each case.
Finally, it is remarkable that with the data obtained and us-
ing a simple test of proportions, we can conclude that with
a confidence of 99%, the proportion of the cases that can
be solved in less than 10 tries (which is extremely fast and
can be computed in real-time) correspond to at least the
99.45% of the cases.

5.3 Experiment 3. Empirical proof of conjecture

As discussed in subsection 3.2, the algorithm in this pa-
per iterates until it finds a solution for a target distribu-
tion of amplitudes that is close enough to the actual target
given. The fact that this algorithm actually converges is
non-trivial, so before implementing the algorithm in Max
we made some tests trying to find a case that is unsolvable.
For this task, we fixed a maximum acceptable error corre-
sponding to 2% of the energy of the signal to synthesize
and ran the algorithm for 106 randomly chosen target dis-
tributions of amplitudes, saving the ones that could not be
solved in less than 10 tries. Finally, we tried the algorithm
again for the unsolved cases but this time adding a, small
enough in magnitude, random vector and saved the ones
that could not be solved again in less than 100 tries. These
experiments was made for the cases n = 8, 12 and 16, and
in each case, the result was the same: the set of unsolvable
cases after considering the addition of a small random vec-

tor is empty.
Before going to the next experiment it is important to men-
tion that the fact this algorithm converges could be ex-
plained by certain mathematical properties of the system,
e.g. the set of unsolvable (in Rn) cases could have an
empty interior. However, we have not been able to prove
this fact yet.

5.4 Experiment 4. Optimizing the algorithm

One can adjust the algorithm in at least two way: how to
chose the initial condition and how to change the target at
restart. The techniques that we considered for each one of
these adjustments were described at the end of subsection
3.2, and the results for some testings made considering 106

target distributions of amplitudes chosen at random in the
space [0, 1]n for each of the cases n = 8, 12 and 16 can be
found in tables 2 and 3.

n Technique mean ± sd Percentiles 50, 90
and 99

8

(a,a)
(a,b)
(b,a)
(b,b)

51.65± 721.47
38.06± 176.04
50.65± 944.41
34.69± 175.26

(7, 78, 438)
(7, 78, 459)
(8, 54, 427)
(8, 53, 437)

12

(a,a)
(a,b)
(b,a)
(b,b)

34.19± 392.61
31.36± 100.24
34, 42± 406.76
31.96± 93.71

(10, 87, 256)
(10, 87, 252)
(13, 86, 246)
(13, 86, 248)

16

(a,a)
(a,b)
(b,a)
(b,b)

35.49± 426.71
33.79± 60.04
36.84± 78.97
36.83± 65.66

(13, 97, 242)
(13, 97, 251)
(17, 98, 237)
(17, 98, 237)

Table 2. Results concerning the amount of iterations needed to solve the
problem. In each case, a sample of 106 target distributions of amplitudes
was used. Technique (x,y) means that the techniques 1.(x) and 2.(y) were
used in that case.

n Technique
mean ± sd(
×10−6

) Percentiles 50, 90
and 99

(
×10−6

)

8

(a,a)
(a,b)
(b,a)
(b,b)

16.33± 23.89
162.56± 2646.66
14.65± 23.24

160.69± 2610.3

(2.96, 51.7, 95)
(2.79, 69.1, 995)
(1.82, 49.2, 94)
(1.88, 62.2, 813)

12

(a,a)
(a,b)
(b,a)
(b,b)

15.79± 23.8
51.55± 1032.92
15.19± 23.48

46.22± 1008.52

(2.37, 50.85, 95.31)
(2.39, 61.9, 242.39)
(1.94, 49.64, 94.31)
(1.97, 58.56, 225)

16

(a,a)
(a,b)
(b,a)
(b,b)

16± 23.87
24.1± 410

15.82± 23.82
26.17± 443.42

(2.26, 50.88, 95.04)
(2.31, 60.2, 171.83)
(2.11, 49.93, 95.31)
(2.16, 58.6, 160.05)

Table 3. Results concerning the squared error of the estimation given
by the solutions of the algorithm. In each case, a sample of 106 tar-
get distributions of amplitudes was used. Technique (x,y) means that the
techniques 1.(x), and 2.(y) were used in that case. For comparison, an
error of 400× 10−6 corresponds to 2% of the signal energy.
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6. SOUND EXAMPLES

Together with this article, we have created some videos 2

showing a series of sound examples that were built using
the qdt.solver object. A brief explanation for each of
the sound examples can be found in this section. In order
to hear examples 1 to 5, any reasonable loudspeaker at a
moderate level should work just fine, however example 6
will require to increase the volume a little further so that
the QDTS is audible.

6.1 Example 1. Producing a sequence of pitches with
the qdt.solver object

Example 1 consists of the synthesis of a little melody known
popularly as the lick (see [12] and [13]) in the key of A. The
audio example contains the melody synthesized using ad-
ditive synthesis, the combination of the additive and QDTS
synthesis versions, and the QDTS synthesis alone for com-
parison.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object together with a carrier com-
plex of pure tones with C = 2470Hz.

6.2 Example 2. Masking the auditory distortion
products with filtered noise

Example 2 consists of the synthesis of a single pitch over-
lapped with filtered noise. The audio example contains
the single pitch synthesized using additive synthesis and
QDTS synthesis first and then overlaps it with a high-passed
filtered noise. The effect of the filtered noise with the syn-
thesized pitch using additive synthesis is simply hearing
both sounds, however, when the filtered noise is played to-
gether with the QDTS synthesis, the synthesized pitch gets
muted because of the disorder around the carrier complex
of pure tones.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object using a carrier complex of
pure tones with C = 2338Hz in order to synthesize a single
pitch with frequency F = 55Hz and a particular harmonic
distribution. The noise was filtered muting all frequencies
below approximately 1100Hz.

6.3 Example 3. Amplitude modulation and Auditory
Distortion Products

Example 3 consists of the synthesis of an amplitude-modulated
single pitch. The audio example contains the amplitude-
modulated pitch synthesized using additive synthesis, the
combination of the additive and QDTS synthesis versions,
and the QDTS synthesis alone for comparison. It is impor-
tant to note that since the Quadratic Tones arise from the
Distortion function D = (d1, . . . , dn−1) and such function
is homogeneous of degree 2 one has that

D(λx) = λ2D(x),

so in order to apply amplitude modulation, one has to use
the square root of the usual AM carrier.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object using a carrier complex of

2 All videos are available in the GitHub repository https://
github.com/cordutie/QDTS

pure tones with C = 2338Hz in order to synthesize a single
pitch with frequency F = 55Hz and a particular harmonic
distribution. The AM carrier used was a simple LFO of the
form

L1(t) = A sin(ωt+ φ) +B,

for some A,B, ω, φ ∈ R in the additive synthesis case, and
the squared root version of the LFO

L2(t) =
√

A sin(ωt+ φ) +B,

for its QDTS counterpart.

6.4 Example 4. Frequency Modulation and Auditory
Distortion Products

Example 4 consists of the synthesis of a frequency-modulated
single pitch. The audio example contains the frequency-
modulated pitch synthesized using additive synthesis, the
combination of the additive and QDTS synthesis versions,
the QDTS synthesis alone, and a QDTS synthesis using
frequency modulation on the carrier instead of the target
for comparison. The result shows that frequency modula-
tion is compatible with QDTS synthesis in certain ranges.
Moreover, when the carrier complex of pure tones is fre-
quency modulated, the auditory distortion product holds
its pitch, since the difference of the frequencies of the car-
rier complex of pure tones holds the same, however, some
amplitude changes can be heard in this case, showing the
instability of the auditory distortion products with respect
to the carrier frequencies.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object using a carrier complex of
pure tones with C = 2500Hz in order to synthesize a sin-
gle pitch with frequency F = 55Hz and a particular har-
monic distribution. The FM carrier used was a simple LFO
of the form

L(t) = A sin(ωt+ φ) +B,

for some A,B, ω, φ ∈ R in both the additive and QDTS
synthesis case.

6.5 Example 5. Resynthesizing existing sounds with
Auditory Distortion Products

Example 5 consists of the resynthesis of a real recording
of a tuba through QDTS synthesis. The audio example
contains the real tuba recording, a resynthesis of the real
recording using a combination of 8 sinusoids with a pitch
detector, a combination of the resynthesis made with the
8 sinusoids and with the QDTS synthesis, the combina-
tion of the real recording with the resynthesis using QDTS
synthesis versions, and finally the resynthesis using QDTS
synthesis alone. The results show that certain signals can
be at a certain level be reconstructed using QDTS synthe-
sis.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object using a carrier complex of
pure tones with C = 1979Hz in order to resynthesize the
recording of a tuba. The harmonic distribution was pre-
computed using the Discrete Fourier Transform of a small
bin of the real recording. The pitch and envelope detec-
tion of the tuba recording were made in real-time using the

sigmund∼ object. Finally, the square root of the enve-
lope of the real signal was used in the QDTS synthesis as
in Example 3 (see 6.3).

6.6 Example 6. Resynthesizing the same existing
sound with different Auditory Distortion Products

Before start describing this example, it is important to men-
tion that here we are resynthesizing a much higher in pitch
signal than in the previous example, and hence to hear this
Auditory Distortion Products it is required to increase the
volume of the loudspeakers used.
Example 6 consists of the resynthesis of a real clarinet
recording through various Auditory Distortion Products.
The audio example contains the real clarinet recording fol-
lowed by three resynthesis of it using three different QDTS
synthesis settings. The results show that the same signal
can be recreated using different QDTS synthesis settings
allowing to have at least some control on the timbre of the
carrier complex of pure tones.
For the QDTS synthesis, the computations were made us-
ing the qdt.solver object using a carrier complex of
pure tones with C = 2345Hz. The computations were ran
several times until three reasonably different solutions ap-
peared. The harmonic distribution was precomputed using
the Discrete Fourier Transform of a small bin of the real
recording. The pitch and envelope detection of the tuba
recording were made in real-time using the sigmund ob-
ject. Finally, the square root of the envelope of the real sig-
nal was used in the QDTS synthesis as in Example 3 (see
6.3).

7. CONCLUSIONS

The results presented in subsection 5.2 show that, for each
case (n = 8, 12, 16), we can conclude that with a confidence
of 99%, the proportion of the cases that can be solved in
less than 10 tries (which is extremely fast and can be com-
puted in real-time) correspond to at least the 99.45% of the
cases. In addition, experimental tests were conducted to
find unsolvable cases, but in all cases (n = 8, 12, 16), the
addition of a small random vector allowed the algorithm to
solve all previously unsolvable cases. However, the math-
ematical properties of the system that explain why the al-
gorithm converges have not been proven yet.

The algorithm presented can be optimized by adjusting
the initial condition and the change in target at restart. Test
results for these adjustments were presented in Tables 2
and 3, using 106 randomly chosen target distributions of
amplitudes.

The audio examples provided in the paper demonstrate
the synthesis of different target QDTS’s using our algo-
rithm. Overall, the experimental results suggest that the
algorithm is highly effective in matching a target timbre
to a QDTS. In particular, instrumental sounds having very
low fundamental frequencies fare well with the method. In
future, the algorithm could be expanded to incorporate live
audio analysis and resynthesis of a sound signal.
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