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Abstract
Bias is a key issue in expert and public discussions about 
Artificial Intelligence (AI). While some hope that AI will 
help to eliminate human bias, others are concerned that AI 
will exacerbate it. To highlight political and power aspects 
of bias in AI, this contribution examines so far largely over-
looked topic of framing of bias in AI policy. Among diverse 
approaches of diagnosing problems and suggesting pre-
scriptions, we can distinguish two stylized framings of bias 
in AI policy— one more technical, another more social. 
Powerful technical framing suggests that AI can be a solu-
tion to human bias and can help to detect and eliminate 
it. It is challenged by an alternative social framing, which 
emphasizes the importance of social contexts, balance of 
power and structural inequalities. Technological frame 
sees simple technological fix as a way to deal with bias in 
AI. For the social frame, we suggest to approach bias in AI 
as a complex wicked problem, for which a broader strat-
egy is needed involving diverse stakeholders and actions. 
The social framing of bias in AI considerably expands the 
legitimate understanding of bias and the scope of poten-
tial actions beyond technological fix. We argue that, in the 
context of AI policy, intersectional bias should not be per-
ceived as a niche issue but rather be seen as a key to radi-
cally reimagine AI governance, power and politics in more 
participatory and inclusive ways.
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K E Y W O R D S

artificial intelligence, bias, intersectionality, policy, politics, 
power, technological fix

‘If diversity isn't present in the planners at the planning stage, then we get the same 
issues we see in the biased data- sets. AI doesn't have a skin colour or a gender –  by 
making it mostly white and mostly male at every stage, we're reinforcing a problem 
we need to solve.

If AI and AGI1 really is going to benefit the many and not the few, people invited 
to the table must include more people of colour, more women, and more people 
with the humanities background –  rather than an overwhelming number of male 
physicists' 

(Winterson, 2021: 235).

INTRODUCTION

Bias is one of the key topics in public, political and scholarly debates about Artificial Intelligence 
(AI) (Bender et al., 2021; Benjamin, 2019; Broussard, 2023; Caliskan et al., 2017; Courtland, 2018; 
Criado Perez, 2019; D'Ignazio & Klein, 2020; Noble, 2018; O'Neil, 2016; Zou & Schiebinger, 2018). 
Increased use of AI in many settings from hiring and credit allocation to crime prediction and 
courts, has raised major questions about fairness, transparency and accountability. Optimistic 
suggestions have been made that AI can help to identify, reduce or even eliminate human bias. 
However, several well- publicized cases suggest the opposite, namely, that AI reflects and even 
amplifies pre- existing gender, racial, ethnic and other biases exacerbating inequalities and dis-
crimination. In 2016, a widely discussed ProPublica investigative journalism study revealed that 
software used in the US courts to predict future crimes overestimated the risk of black defendants 
to reoffend but underestimated the risk of white defendants to commit future crimes (Angwin 
et al., 2016). Research on commercial gender classification algorithms using facial analysis data-
set found that classifiers performed best for lighter- skinned individuals and males overall but per-
formed worst on darker- skinned females (Buolamwini & Gebru, 2018). A study of search engines 
demonstrated how they reinforce racial and gender stereotypes about black girls (Noble, 2018).

Above- mentioned examples have raised awareness and shaped discussion about bias in AI. 
They have highlighted that AI as any technology is not just a neutral tool but has major political 
and societal implications (Winner, 1980), including problematic consequences such as discrimi-
nation, increased inequalities and violation of human rights. As technology tends to reflect peo-
ple who make it, examples of bias in algorithms and AI devices have drawn attention to the lack 
of gender, racial, ethnic and other types of diversity among AI developers and founders of the 
major big tech companies (Little & Winch, 2021; West et al., 2019; Young et al., 2021). Recently, 
a couple of memoirs (Liu, 2020; Wiener, 2020) have provided first- hand accounts of female ex-
periences in the male dominated tech industry, where, for example, the use of male pseudonyms 
for external correspondence helps to be more effective2 and gives more authority because men 
simply respond differently to men (Wiener, 2020).
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In the context of raising concerns about bias in AI, many stakeholders, experts and policy- 
makers are calling for urgent action and present a range of recommendations to tackle bias 
(Collett & Dillon, 2019; European Commission, 2020a; Koene et al., 2018; UNESCO, 2019, 2020; 
West et al., 2019; Young et al., 2021). These emerging discussions invite a closer look at politi-
cal, policy and power aspects of bias in AI. The question of politics of bias in AI has acquired 
new urgency in the context of illiberal backlash when objections to gender equality in AI pol-
icy are expressed at the highest level of the European Union's decision- making (Schopmans & 
Cupac, 2021).

While research on bias in AI has addressed many ethical, philosophical, social and techni-
cal aspects (see e.g., Broussard,  2023; Kordzadeh & Ghasemaghaei,  2022; Simon et al.,  2020; 
Søraa, 2023), so far political, power and policy aspects have received less attention.3 Against this 
background, this paper examines how bias is presented and described in AI policy documents. In 
the context of recent advances in AI, policy- makers and stakeholders around the world have for-
mulated their approaches to AI as one of the key emerging technologies that comes with major 
economic and social promises but also major concerns about its impact on democracy, welfare 
state, and human rights (Radu, 2021; Schiff, 2023; Ulnicane, Eke, et al., 2021; Ulnicane, Knight, 
et al., 2021). Previous research (Jobin et al., 2019; Schiff et al., 2021; Ulnicane, Eke, et al., 2021; 
Ulnicane, Knight, et al., 2021) indicates that bias and related concepts such as fairness, equity, 
and inclusion are among major concerns discussed in a number of these documents.

To study how bias is understood in policy documents, we use the policy framing approach 
that focusses on frames as diagnostic and prescriptive stories about what is wrong and what 
needs doing (Rein & Schon, 1993, 1996; Schon & Rein, 1994). We examine a number of closely 
related questions about how bias is framed in AI policy: Which intersectional characteristics— 
gender, race, ethnicity and other— are included in framing of bias? How do policy documents 
frame the relationship between AI and bias: will AI eliminate or amplify human bias? And 
how the causes and impacts of bias in AI as well as the recommendations to tackle it are 
framed?

Our contribution is developed in the context of the special issue on Politics and Policy of 
AI. By analyzing framing of bias in AI policy, we contribute to other articles in this special 
issue which focus on ideational dimension of policy and emerging themes in AI policy doc-
uments around the world (af Malmborg,  2022; Kim,  2023; Schiff,  2023). In particular, our 
contribution is part of a discussion about how AI policy can disadvantage certain groups in 
society (Giest & Samuels, 2022) and neglects the role of existing power relations (Rönnblom 
et al., 2023).

The article proceeds as follows: First, it introduces the key concepts for this study— AI, bias 
and intersectionality; second, it outlines policy framing approach; third, it introduces our meth-
ods and data; fourth, it presents our empirical material on framing bias in AI policy; and finally, 
the two stylized frames of bias in AI— technical and social— are summarized and discussed in 
conclusions.

KEY CONCEPTS: AI,  BIAS,  AND INTER SEC TIO NAL ITY

Three concepts— AI, bias, and intersectionality— are particularly relevant for our analysis of how 
bias is framed in AI policy documents. While all three are complex and contested concepts, in 
this section, we introduce them in a way that is relevant for this study.
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Artificial Intelligence

The field of AI has been described as including ‘a broad set of approaches, with the goal of creat-
ing machines with intelligence’ (Mitchell, 2019: 8). The definition of AI, as well as its current 
state and potential future development remains contested, with ongoing debates and specula-
tions about the gap between the current narrow AI that can perform only narrowly defined tasks 
and envisaged future general AI that is expected to do everything humans do and possibly more 
(Mitchell, 2019: 40– 41).

Similarly, in AI policy, discussions about the definition of AI are ongoing (European 
Commission, 2019a). In our analysis, we follow the actors' definitions, namely, how AI is de-
fined and understood in AI policy documents, where it is often used as a broad umbrella term to 
cover machine learning, robotics, autonomous systems and other subfields (Ulnicane, Knight, 
et al., 2021). According to a widely- used policy definition

Artificial intelligence (AI) refers to systems that display intelligent behaviour by 
analysing their environment and taking actions –  with some degree of autonomy 
–  to achieve specific goals. AI- based systems can be purely software- based, act-
ing in the virtual world (e.g. voice assistants, image analysis software, search en-
gines, speech and face recognition systems) or AI can be embedded in hardware 
devices (e.g. advanced robots, autonomous cars, drones or Internet of Things 
applications). 

(European Commission, 2018b: 1).

Our understanding of AI draws on social studies of technology, which approach technologies 
not just as neutral tools or instruments but as a result of mutual co- shaping between technologies 
and societies, politics and cultures they are embedded (Jasanoff, 2003; Winner, 1980). Accordingly, 
we study AI as a result and reinforcement of existing power relations and political, economic, social 
and cultural settings (Benjamin, 2019; Broussard, 2023; Noble, 2018). This has important implica-
tions for understanding bias in AI, which is not just an accidental by- product or technical error but 
rather a reflection of power structures and unequal social, political and economic systems in which 
it is developed and used. Langdon Winner summarizes inherent social biases in the development of 
technology as follows:

many of the most important examples of technologies that have political conse-
quences are those that transcend the simple categories of "intended" and "unintended" 
altogether. These are instances in which the very process of technical development 
is so thoroughly biased in a particular direction that it regularly produces results 
counted as wonderful breakthroughs by some social interests and crushing setbacks 
by others. In such cases it is neither correct nor insightful to say, "Someone intended 
to do somebody else harm." Rather, one must say that the technological deck has 
been stacked long in advance to favor certain social interests, and that some people 
were bound to receive a better hand than others. 

(Winner, 1980: 125– 126).

New technologies including AI are seen as particularly harmful in reproducing existing biases 
because they are perceived as more objective (Benjamin, 2019; Noble, 2018). Meredith Broussard 
introduces the term ‘technochauvinism’ to describe the widespread belief among technology 
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developers that computational solutions are superior to all other solutions, including human ones 
(Broussard, 2023). In her book ‘More than a Glitch’, she challenges the popular perception that tech-
nology problems such as reproduction of biases are just glitches, pointing out that ‘The biases em-
bedded in technology are more than mere glitches; they're baked in from the beginning. They are 
structural biases, and they can't be addressed with a quick code update.’ (Broussard, 2023: 4).

In popular debates about AI, technology is often offered as a solution to social problems, 
including bias. Such approach resonates with a long tradition of technological fix that presents 
technology as a solution to complex societal problems (Johnston, 2018). In his work on solu-
tionism, Evgeny Morozov criticizes the urge to use technology to fix problems that do not exist 
(Morozov, 2013). He points out that ‘in promising almost immediate and much cheaper results, 
they [technology fixes] can easily undermine support for more ambitious, more intellectually 
stimulating, but also more demanding reform projects’ (Morozov, 2013: 9).

Ruha Benjamin warns that ‘the road to inequity is paved with technical fixes’ (Benjamin, 2019: 7) 
because ‘tech fixes often hide, speed up, and even deepen discrimination, while appearing to be neu-
tral and benevolent when compared to the racism of a previous era’ (Benjamin, 2019: 8). As an alter-
native, Broussard suggests to think more holistically (Broussard, 2023: 28). We argue that one way to 
think more holistically is to approach bias as a ‘wicked problem’, namely a complex social problem 
which cannot be solved just by scientific and technological measures (Rittel & Webber, 1973) but 
requires a broader strategy involving diverse stakeholders and actions (Head, 2022; Ulnicane, 2022).

To highlight the political relevance and implications of recent discussions about AI and 
bias, it is important to place AI in the broader context of debates about emerging technologies 
(Ulnicane, 2022) characterized by radical novelty, relatively fast growth, prominent impact, and 
uncertainty and ambiguity (Rotolo et al.,  2015). Such emerging technologies are also charac-
terized by hype as well as positive and negative expectations that have a performative function, 
meaning that irrespective of their accuracy they have important implications for shaping agen-
das and actions (Ulnicane et al., 2022; Van Lente et al., 2013). Importantly, emerging technolo-
gies not only bring social and economic benefits but can also exacerbate social problems (Coad 
et al., 2021; Garvey, 2021). These characteristics of emerging technologies are important for con-
textualizing recent discussions about bias in AI.

Bias in AI

Bias in AI is multifaceted phenomenon that includes social, physical and cognitive aspects 
(Wellner & Rothman, 2020). It is understood as ‘prejudice’ (European Commission, 2019b: 36), 
‘a systematic deviation from equality that emerges in the outputs of an algorithm’ (Kordzadeh & 
Ghasemaghaei, 2022: 395) and is seen as ‘legally or morally unacceptable within the social con-
text where the system is used, e.g. algorithmic systems that produce outcomes with differential 
impact strongly correlated with protected characteristics (such as race, gender, sexuality, etc)’ 
(Koene et al., 2018: 39).

An important reference point in recent studies of bias in AI (Simon et al., 2020) is earlier work 
on bias in computer systems by Friedman and Nissenbaum (1996). They use the term bias with 
significant moral meaning

to refer to computer systems that systematically and unfairly discriminate against 
certain individuals or groups of individuals in favour of other. A system discrimi-
nates unfairly if it denies an opportunity or a good or if it assigns an undesirable 
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outcome to an individual or group of individuals on grounds that are unreasonable 
or inappropriate 

(Friedman & Nissenbaum, 1996: 332).

They distinguish between three types of biases: pre- existing, technical, and emergent (Friedman 
& Nissenbaum, 1996). According to them, pre- existing bias originates from social institutions, prac-
tices, and attitudes, technical bias stems from technical constraints and considerations but emergent 
bias arises in a context of use.

Discussions about bias in AI often mention two understandings of bias— one more nar-
row technical understanding that focusses on data and statistics and another broader so-
cial (or socio- technical combining both technical and social aspects, see, e.g., Kordzadeh & 
Ghasemaghaei, 2022) understanding of bias that also considers historical and political contexts 
(Collett & Dillon, 2019; West et al., 2019). While some definitions and descriptions of bias in AI 
largely focus on algorithmic bias and related data bias, it is important to consider biased gender 
and racial representations in AI devices such as white robots and female voice assistants as well 
(Cave & Dihal, 2020; Collett & Dillon, 2019; Gruber & Benedikter, 2021).

Intersectionality

A crucial concept for understanding bias in AI is intersectionality. With its focus on multi- 
layered identity categories such as race, gender, and class, intersectionality provides an 
important lens for analyzing framing of bias in AI policy. In her pioneering work on intersec-
tionality, Kimberle Crenshaw highlighted ‘the need to account for multiple grounds of identity 
when considering how the social world is constructed’ (Crenshaw, 1991: 1245). According to 
her, it is important to look at convergence of race, gender and class domination to understand 
how social power works to exclude or marginalize those who are different. Intersectionality 
allows to move beyond focus on gender inequality and examine how different identity cat-
egories interact in disadvantaging and discriminating certain groups (Fothergill et al., 2019; 
West et al., 2019). Intersectional character of bias in AI has been recognized by the European 
Commission (2020b), emphasizing that:

As well as gender and sex, there are other, interconnected factors affecting bias, 
such as ethnicity, age, socioeconomic status, sexual orientation, geographic loca-
tion and disability. These all shape a person's or a group's experience and social 
opportunities, thereby influencing the form of discrimination and inequality they 
encounter. 

(European Commission, 2020b: 2).

Recent literature on AI has focused on a range of biases including gender (D'Ignazio & Klein, 2020; 
Guevara- Gómez et al., 2021), racial (Benjamin, 2019; Cave & Dihal, 2020), ability (Broussard, 2023; 
Søraa, 2023; Whittaker et al., 2019), intersection of gender and racial biases (Broussard, 2023; Noble, 
2018), and socio- economic biases which can also overlap with other types of biases leading to inter-
secting categories of race, class and gender (Eubanks, 2019). Little and Winch (2021) have described 
digital capitalism as a new patriarchy characterized by racialized, gendered and classed shaping of 
personhood that persists in its business culture, workforce and products.
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Intersectional and feminist approaches to AI (Wellner & Rothman, 2020; West, 2020) invite 
to rethink and challenge discriminatory AI suggesting strategies that are polyvocal, multimodal 
and experimental (Ciston, 2019) and that promise a fairer, slower, consensual and collaborative 
AI (Toupin, 2023).

The three concepts of AI, bias and intersectionality introduced here are closely related to a 
number of other concepts such as fairness, justice, equality (Coeckelbergh, 2022; Wong, 2020) and 
diversity (Søraa, 2023), as we reveal in the following discussion of frames in AI policy documents.

POLICY FRAMING APPROACH

To analyze policy discussions about bias in AI, we have chosen policy framing approach devel-
oped by Martin Rein and Donald Schon (Rein & Schon, 1993, 1996; Schon & Rein, 1994). Policy 
frames are of great importance in social and political process of designing policy involving mul-
tiplicity of actors and shifting contexts (Schon & Rein, 1994). According to Rein and Schon, in 
policy frames ‘facts, values, theories, and interests are intertwined’ (Rein & Schon, 1993: 145) 
and

framing is a way of selecting, organizing, interpreting, and making sense of a com-
plex reality to provide guideposts for knowing, analysing, persuading, and acting. A 
frame is a perspective from which an amorphous, ill- defined, problematic situation 
can be made sense of and acted on 

(Rein & Schon, 1993: 146).

In Science and Technology Studies literature, frame analysis is seen as critically important for 
making sense of potential problems and solutions related to uncertainty of emerging technologies 
(Jasanoff, 2003).

For our analysis of how policy documents frame bias in AI and ways to deal with it, the con-
ceptualization of policy frames as narratives of ‘what is wrong and what needs doing’ (Schon & 
Rein, 1994: 27) is of particular relevance. Rein and Schon define frames as ‘diagnostic/prescrip-
tive stories that tell, within a given issue terrain, what needs fixing and how it might be fixed’ 
(Rein & Schon, 1996: 89). They link policy frames to public controversies and pluralism, where 
in each given issue domain a variety of policy frames compete for meaning, legitimacy, and eco-
nomic and social resources.

Frames here are derived from policy documents which ‘are treated as vehicles of messages, 
communicating or reflecting official intentions, objectives, commitments, proposals, “thinking”, 
ideology and responses to external events’ (Freeman & Maybin, 2011: 157). Analysis of policy 
documents focuses on rhetorical frames ‘constructed from the policy- relevant texts that play im-
portant roles in policy discourse, where the context is one of debate, persuasion, and justifica-
tion’ (Rein & Schon, 1996: 90). Crucial for the frame analysis is ‘to recognize the non- innocence 
of how “problems” get framed within policy proposals, how the frames will affect what can be 
thought about and how this affects possibilities for action’ (Bacchi, 2000: 50). Analysis of framing 
also includes revealing of silences, omissions and politics hidden in the framing (Bacchi, 2000). 
To summarize, frames in policy- relevant texts are important because they shape legitimization of 
certain problems, actions and allocation of resources.
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EXAMINING BIAS IN AI POLICY

As indicated above, policy documents reflect intentions, objectives and proposals, which affect 
possibilities for action. Therefore, we analyze how AI policy documents frame bias to identify 
narratives about the problem and potential solutions that can shape future policy actions.

Our empirical analysis of AI policy documents proceeds in two steps. First, we use an exist-
ing dataset of AI policy documents to identify those documents that explicitly discuss bias; and 
second, we undertake an in- depth analysis of how these documents frame bias. First, we draw 
on empirical material from previous analysis of 49 AI policy documents issued by national gov-
ernments, international organizations, think tanks and consultancies in Europe and the US (see 
Annex 1)4 (Ulnicane, Knight, et al., 2021). On the basis of this material, we identify documents 
that explicitly discuss bias. Of the initial 49 documents, a few do not mention bias at all, several 
only mention it in passing, but some mention issues related to bias such the need to improve fair-
ness (Executive Office of the President, 2016c), equal access and equal opportunities (European 
Group on Ethics in Science and New Technologies 2018) as well as to encourage diversity and 
gender balance (European Commission, 2018c; HM Government, 2018) but do not necessarily 
elaborate on these issues and their relationship to bias.

Second, we focused on those AI policy documents that explicitly mention and meaningfully 
discuss bias. Both authors closely read these documents, focusing on how they frame bias. This 
included developing relevant categories for analysis, writing memos about the context of and 
approach to framing bias in each document as well as analyzing and discussing how these doc-
uments frame bias.

Bias in AI policy documents is introduced and discussed in various ways. Some policy docu-
ments have longer or shorter sections explicitly dedicated to bias (Campolo et al., 2017; Whittaker 
et al., 2018; CNIL, 2017;    IEEE, 2017), others discuss bias in sections on issues such as social 
inequality (Crawford & Whittaker, 2016) or diversity in supply of skills (Hall & Pesenti, 2017), 
but some mention bias in the context of different themes discussed throughout the document 
(European Commission, 2018a). The annual reports prepared by the AI Now Institute (Campolo 
et al., 2017; Crawford & Whittaker, 2016; Whittaker et al., 2018) stand out among the analyzed 
documents with more elaborate discussion of bias.

The studied documents have been developed in various ways: some are written by the 
government- invited experts who have consulted other experts and organizations (Hall & 
Pesenti, 2017), others draw on inputs from various workshops and events (CNIL, 2017; Crawford 
& Whittaker, 2016) and some are result of volunteer contributions (IEEE, 2017). It is possible 
to observe cross- fertilization and mutual influences among the documents, as they reference 
other documents. For example, several documents (CNIL, 2017; European Commission, 2018a; 
IEEE, 2017) refer to discussions of bias in the influential AI Now Reports, written by some of the 
main internal critics of AI industry (Sadowski & Phan, 2022).

It was an important methodological choice to analyze how bias is framed in AI documents 
that discuss a broad range of issues related to AI rather than documents which are specifically 
dedicated to gender and equality in AI (Collett & Dillon, 2019; European Commission, 2020b; 
UNESCO,  2019; UNESCO,  2020; West et al.,  2019; Young et al.,  2021). By looking how AI is 
framed in broader AI policy documents, we can examine bias in the context of wider discussions 
about opportunities and challenges associated with AI rather than a siloed issue discussed in 
some dedicated documents.
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FRAMING OF BIAS IN AI POLICY: DIAGNOSIS 
AND PRESCRIPTIONS

To study the framing of bias in AI policy, we examine how policy documents diagnose prob-
lems and what prescriptions they make to address them. Following the initial review of dis-
cussions of bias in AI policy documents, we formulate the following questions to guide our 
analysis:

• How do AI policy documents frame bias? Which intersectional characteristics— gender, race, 
ethnicity and others— are included in framing of bias?

• How do policy documents frame expectations towards AI and bias: will AI eliminate or amplify 
human bias?

• How do policy documents frame
• the causes of bias in AI,
• the consequences of bias in AI, and
• the recommendations to tackle bias in AI?

In the following, we present findings of our analysis organized according to these questions.

Framing bias and its intersectional characteristics

While the word ‘bias’ is used in a number of AI policy documents, its meaning is far from clear 
and straightforward. Several documents talk about bias without explicitly defining and ex-
plaining it (the 2015 Panel 2016; BIC/APPGAI,   2017b; European Commission, 2018a; Hall & 
Pesenti, 2017). ‘Bias’ often appears next to other terms such as ‘discrimination and exclusion’ 
(CNIL, 2017), ‘prejudice’ (House of Lords, 2018) and ‘diversity’ (Hall & Pesenti, 2017). The AI 
Now 2017 report acknowledges that the word “bias” has multiple meanings that occasionally 
contradict each other (Campolo et al., 2017: 13). This document distinguishes the meaning of 
word bias in statistics used in many machine learning applications from the popular and social 
scientific definitions of bias. The former is described as follows

the idea of “selection bias” refers to errors in estimation that result when some mem-
bers of a population are more likely to be sampled than others. So when a machine 
learning program trained to recognize, say, faces of a particular racial group is ap-
plied to larger or more diverse populations, it may produce biased results in the 
sense of having a lower measure of accuracy. 

(Campolo et al., 2017: 14)

Similar to the selection bias is the notion of sampling bias mentioned in the report from the Royal 
Society (2017), which is understood as ‘Selection of data or samples in a way that does not represent 
the true parameters (or distribution) of the population’ (The Royal Society, 2017: 122).

In addition to the statistical understanding of bias, the AI Now 2017 report mentions more 
popular and social understanding of bias that refers to judgment based on preconceived notions 
or prejudices, as opposed to the impartial evaluation of facts: ‘This sense of the word bias is 
closely linked to normative and ethical perspectives on fairness, and the idea that different groups 
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should be treated equally’ (Campolo et al., 2017: 14). It is also admitted that both— statistical and 
normative— understandings are related:

When examining technical systems, there can be temptation to, or vested interest 
in, limiting discussion of bias to the first more ‘neutral’ statistical sense of the term. 
However, in practice there is rarely a clear demarcation between the statistical and 
the normative definitions: biased models or learning algorithms, as defined statisti-
cally, can lead to unequal and unfair treatments and outcomes for different social or 
racial groups. 

(Campolo et al., 2017: 14).

When it comes to intersectional characteristics of bias, documents often discuss bias gen-
erally without specifying if it is gender, racial, ethnic or any other type of bias. On some 
occasions, specific intersectional characteristics are mentioned when talking about diversity, 
fairness or discrimination. Several documents mention categories of gender, race, sexual 
orientation and age (e.g., European Commission, 2018a; The 2015 Panel, 2016; UNI Global 
Union,  2017). The AI Now 2017 report mentions ‘persistent gendered, racial and cultural 
biases’ (Campolo et al.,  2017: 18) when talking about recent analysis of search results and 
advertisements. The IEEE (Institute of Electrical and Electronics Engineers) document men-
tions ‘biases that were inadvertently built into systems, such as racism and sexism in search 
engine algorithms’ (IEEE, 2017: 45). The CNIL5 report discusses racist bias of predictive jus-
tice and a face recognition software regarding African- Americans and Asians (CNIL, 2017: 
31– 32), gender bias in relation to women being less likely to be displayed advertisements for 
highly paid jobs (CNIL, 2017: 32) and social, racial and gender bias in the recruitment of AI 
developers (CNIL, 2017: 34).

To summarize, AI policy documents highlight multiple, overlapping and contradictory mean-
ings of bias. These include statistical and technical meanings such as sampling or selection bias 
as well as social, ethical, normative and popular understandings of bias related to prejudices. 
It is emphasized that different meanings of bias are interrelated. When AI policy documents 
directly or indirectly mention various intersectional characteristics, they typically list a range of 
them such as gender, race, ethnicity, socio- economic background and sexual orientation. While 
various intersectional characteristics are listed, there is hardly any explicit discussion about their 
relationship and mutual reinforcement.

Relationship between AI and bias

When it comes to the relationship between bias and AI, documents discuss both options, namely 
that AI can help to detect, reduce and eliminate human bias as well as it can also reflect, embed 
and amplify it (Campolo et al., 2017; Hall & Pesenti, 2017). Documents highlight the potential 
of AI systems, if they are well- designed, to be less biased and fairer than humans, for example, 
when screening job applications (IEEE, 2017: 158). Moreover, it is suggested that AI offers op-
portunities to support diversity and help ensure equitable treatment

AIs can be developed that can detect biases, both in new AI- supported functions, but 
also in existing, historical systems that still influence decision- making in different 
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sectors. AI can address the challenges faced by individuals because of unconscious 
bias, by bringing these to the surface more effectively than has been done in the past. 

(Hall & Pesenti, 2017: 56).

However, several documents also highlight that AI can exacerbate human biases, when training 
data, algorithms, and other design choices that shape AI systems reflect and amplify existing cultural 
assumptions and inequalities (Campolo et al., 2017).

Examples of bias mentioned in AI policy documents such as the vast majority of humanoid 
robots having white skin and using female voices (IEEE, 2017: 51) and other cases mentioned 
in the previous and following sections demonstrate how AI reflects and amplifies existing biases 
embedded in historical data, cultural assumptions and power relations. However, concrete exam-
ples of how AI has helped to eliminate bias are difficult to find in AI policy documents, which 
might partly be due to the difficulty to detect such instances. To better understand discussion of 
how and why AI exacerbates bias, we turn to the next question on how policy documents frame 
reasons for bias in AI.

Reasons for bias in AI

Policy documents outline a number of reasons for bias in AI. These include pre- existing bias in 
society, lack of diversity in AI workforce, technical problems, and insufficient government regu-
lation and transparency.

Several AI policy documents point out that bias is not a new problem, it has already existed in 
society for centuries, and AI resurfaces this problem (BIC/APPGAI, 2017b). Data and design of 
algorithms can reflect these long- standing biases in society (House of Lords, 2018):

When data reflects biases of either form, there is the risk that AI systems trained 
on this data will produce models that replicate and magnify those biases. In such 
cases, AI systems would exacerbate the discriminatory dynamics that create social 
inequality, and would likely do so in ways that would be less obvious than human 
prejudice and implicit bias. 

(Crawford & Whittaker, 2016: 6– 7).

As mentioned earlier, an important reason for bias is the lack of diversity of AI workforce. 
AI policy documents highlight that ‘currently, the workforce is not representative of the wider 
population’ (Hall & Pesenti, 2017: 56). AI developers are characterized as being mostly ‘male, 
generally highly paid, and similarly technically educated’ (Campolo et al.,  2017: 17), with 
largely homogeneous racial and ethnic backgrounds (Crawford & Whittaker,  2016). It is re-
minded that ‘in the past, gender and ethnic exclusion have been shown to affect the equitability 
of results from the technology’ (Hall & Pesenti, 2017: 56). Homogeneity of composition of AI 
field ‘can limit the perspectives and experiences of AI's creators’ (Crawford & Whittaker, 2016: 
5) and have negative effects on developing AI in an inclusive and representative way because

AI applications and the data they rely upon may reflect the biases of their designers 
and users, who specify the data sources. This threatens to deepen existing social bi-
ases, and concentrate AI's benefits unequally among different subgroups of society. 

(The 2015 Panel, 2016: 43).
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Several AI policy documents remind of historical change in the representativeness in this field 
from its early days when the computer industry had a significant proportion of female workers 
(House of Lords, 2018), which shrank as the field grow in its prominence (Hicks, 2018). The AI Now 
2017 report summarizes this change over time as follows:

Early programming and data entry work was characterized as secretarial, and was 
female- dominated. These women were themselves called “computers,” and they 
were often undercompensated and rarely credited. All the while, they were respon-
sible for things like maintaining sophisticated systems that targeted bomb strikes 
in World War II and tabulating decades of census data. The history of AI reflects 
this pattern of gender exclusion. The 1956 Dartmouth Summer Research Project 
on Artificial Intelligence, which initiated the concept of artificial intelligence, was 
exclusively attended by men. Pioneering work in natural language processing and 
computational linguistics, key to contemporary AI systems, has been credited to 
male colleagues and students rather than to Margaret Masterman, who founded 
the Cambridge Language Research Unit and was one of the leaders in the field. 
Intentional exclusion and unintentional “like- me” bias is responsible for a contin-
ued lack of demographic representation within the AI field and within the tech in-
dustry for women, Hispanics, and African Americans. 

(Campolo et al., 2017: 17).

Diversity of the workforce is seen as a crucial issue for AI development. A UK document states 
that ‘if UK AI cannot improve the diversity of its workforce, the capability and credibility of the sec-
tor will be undermined’ (Hall & Pesenti, 2017: 56).

Bias in AI can also occur due to more technical reasons such as using datasets poorly rep-
resentative of the wider population for training AI (House of Lords, 2018) or using AI systems 
that ‘are untested and poorly designed for their tasks’ (Whittaker et al., 2018: 8) and ‘not robust 
against malicious attacks’ (European Commission,  2018a: 92). Moreover, the IEEE document 
highlights that secrecy of AI development can contribute to biases:

Software engineers should employ “black- box” (opaque) software services or 
components only with extraordinary caution and ethical care, as they tend to 
produce results that cannot be fully inspected, validated, or justified by ordinary 
means, and thus increase the risk of undetected or unforeseen errors, biases, and 
harms. 

(IEEE,  2017: 71).

This is closely related to the lack of proper safety measures, auditing, oversight, transparency 
and regulation. Moreover, the AI Now 2018 report highlights that when AI systems ‘make errors 
and bad decisions, the ability to question, contest, and remedy these is often difficult or impossible’ 
(Whittaker et al., 2018: 8). Different reasons for bias discussed above can interact and reinforce each 
other exacerbating problems:

The technology scandals of 2018 have shown that the gap between those who 
develop and profit from AI— and those most likely to suffer the consequences of 
its negative effects— is growing larger, not smaller. There are several reasons for 
this, including a lack of government regulation, a highly concentrated AI sector, 
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insufficient governance structures within technology companies, power asym-
metries between companies and the people they serve, and stark cultural divide 
between the engineering cohort responsible for technical research, and the vastly 
diverse populations where AI systems are deployed. These gaps are producing 
growing concern about bias, discrimination, due process, liability, and overall re-
sponsibility for harm. 

(Whittaker et al., 2018: 7).

To sum up, AI policy documents mention a number of reasons for bias in AI including 
pre- existing bias in society, lack of diversity in AI workforce, technical problems and lack of 
regulation and oversight. Data and design of algorithms reflect long- standing biases in soci-
ety. In AI systems, that can be perceived as more objective, such biases tend to be less obvious. 
Furthermore, lack of diversity in AI workforce is seen as a major reason for bias because AI 
systems reflect views and perspectives of their designers. While recently AI workforce has 
been dominated by highly paid and technically educated male developers, policy documents 
remind that historically at early days of programming the field was female- dominated. Bias in 
AI can also be due to technical problems such as using datasets which are not representative 
of the wider population or untested and poorly designed AI systems that lack oversight and 
regulation.

Consequences of bias in AI

Policy documents highlight that bias in AI can have major negative consequences leading to dis-
criminatory outcomes, disadvantaging certain groups and reinforcing stereotypes (IEEE, 2017). 
This becomes increasingly problematic as AI is used to make decisions over a broad range of issues 
in the fields such as finance, health, education, security and employment (BIC/APPGAI, 2017b). 
The AI Now 2016 report emphasize potential impact on AI to produce unfair outcomes:

As AI systems take on a more important role in high- stakes decision- making –  from 
offers of credit and insurance, to hiring decisions and parole –  they will begin to 
affect who gets offered crucial opportunities, and who is left behind. This brings 
questions of rights, liberties, and basic fairness to the forefront. 

(Crawford & Whittaker, 2016: 6).

Harmful impacts of bias in AI applications in a number of major areas including recruitment, 
judicial systems and healthcare are discussed. One area of concern is impact of algorithms on em-
ployment prospects. The IEEE document highlights that uncritical use of AI in the workplace ‘is of 
utmost concern due to high chance for error and biased outcome’ (IEEE, 2017: 201). Another area of 
concern is use of algorithms in judicial system. Several documents (BIC/APPGAI, 2017b; Campolo 
et al., 2017; ICO, 2017) refer to the ProPublica study about the machine bias in the judicial risk as-
sessment (Angwin et al., 2016) as an example of harmful outcomes. Furthermore, the dangers of 
bias embedded in AI health applications that can have an incredibly high cost leading to misdiagno-
sis and improper treatment are emphasized (Campolo et al., 2017). When bias in AI can have such a 
wide range of potentially damaging impacts that can further exacerbate structural inequalities and 
power imbalances, what are the recommendations for tackling it?
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Recommendations for dealing with bias in AI

Recommendations outlined in the policy documents for tackling bias in AI focus on legal, techni-
cal, and educational measures as well as on increasing diversity of AI workforce and developing 
AI through transdisciplinary collaborations.

Regulation, guidelines and policy is presented as one way to deal with bias in AI. Documents 
emphasize the urgent need for regulation (Whittaker et al.,  2018), updating of current law 
(Crawford & Whittaker, 2016), and strengthening of existing rights (CNIL, 2017). Related sugges-
tions include developing and adopting tools and systems for testing and auditing to explain the 
rationale behind algorithmic decisions and check for bias, discrimination, and errors (House of 
Lords, 2018; ICO, 2017).

More technical suggestions for tackling bias include ensuring that data used is truly represen-
tative (House of Lords, 2018) and running pre- release trials (Campolo et al., 2017). According to 
the Royal Society report:

Technological solutions can also help ensure machine learning systems handle data 
fairly, and in ways that are in accordance with anti- discrimination legislation. For 
example, machine learning systems can be coded in a way that restricts how they 
use different inputs. 

(The Royal Society, 2017: 114).

Education, awareness raising, and provision of information is recommended to address bias in 
AI. This includes embedding unconscious bias training in higher education and industry (Hall & 
Pesenti, 2017), raising awareness among developers about ethical issues as well as providing infor-
mation to citizens about the decisions that affect them (CNIL, 2017).

Many AI policy documents suggest that increasing diversity of AI workforce is crucial be-
cause ‘a diverse group of programmers reduces the risk of bias embedding into the algorithm 
and enables a fairer and higher quality output’ (Hall & Pesenti, 2017: 56). Recommendations 
for achieving that include demonstrating the advantages of diversity for AI development and 
breaking down stereotypes (Hall & Pesenti, 2017), broadening participation, hiring developers 
from diverse gender, ethnic and socio- economic backgrounds and offering additional support for 
women (Hall & Pesenti, 2017; House of Lords, 2018). It is also suggested to request companies, 
universities, conferences and other stakeholders to ‘release data on the participation of women, 
minorities and other marginalized groups within AI research and development’ (Campolo 
et al., 2017: 2), address the cultures of exclusion and discrimination in the workplace (Whittaker 
et al., 2018) and build more inclusive workplaces (Campolo et al., 2017).

Further recommendations to increase diversity in AI include focus on fostering transdisci-
plinary approaches and perspectives involving diverse disciplines and stakeholder groups:

There is an urgent need to expand cultural, disciplinary and ethnic diversity within 
the AI field in order to diminish groupthink, mitigate bias and broaden intellectual 
frames of reference beyond the purely technical. 

(Campolo et al., 2017: 20).

It is suggested that more diverse academic disciplines should be involved including philosophers, 
social scientists, legal theorists and political scientists who could bring their long- standing expertise 
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dealing with questions around bias and prejudice (House of Lords, 2018). Adding social perspectives 
can improve understanding of bias:

The current focus on discrete technical fixes to systems should expand to draw on socially- 
engaged disciplines, histories, and strategies capable of providing a deeper understand-
ing of the various social contexts that shape the development and use of AI systems. 

(Whittaker et al., 2018: 43).

The IEEE report suggests not only to include behavioral scientists but also target populations 
especially from potentially disadvantaged groups to diagnose and correct biases and assess whether 
AI applies norms in discriminatory ways to different races, ethnicities, genders, ages, body shapes, 
and so on (IEEE, 2017).

As the discussion above shows, policy documents suggest a range of ways to address bias 
in AI. However, they provide hardly any recommendations for tackling the root cause, namely, 
long- standing structural injustice and inequalities in society. The AI Now 2018 report points to 
the need to address issues of power and hierarchy and suggests that the shift in the balance of 
power in the public's favor

will require significant structural change that goes well beyond a focus on technical 
systems, including a willingness to alter the standard operational assumptions that 
govern the modern AI industry players. 

(Whittaker et al., 2018: 43).

To sum up, documents provide a range of recommendations for dealing with bias, includ-
ing calls for new and updated regulation, guidelines and policies. Recommendations also 
highlight the importance of education and awareness raising including in relation to ethical 
issues. To increase diversity of AI workforce, it is suggested not only to hire more women and 
minorities but also to build more inclusive workplace culture. Furthermore, recommenda-
tions for more diversity in AI focus on transdisciplinary collaborations bringing in a broader 
range of disciplines including social sciences and humanities as well as affected social groups. 
Some documents outline technological fixes and solutions to bias, while others argue for the 
need to expand focus to gain a deeper understanding of social contexts and structural change 
necessary in the way AI is developed. Overall, more explicit political recommendations are 
little discussed in the documents.

CONCLUSIONS: TECHNICAL AND SOCIAL FRAMINGS OF 
BIAS IN AI

In this contribution we have demonstrated that bias is part of broader policy debates about AI. 
Framing of bias highlights various intersectional characteristics, diverse causes and important 
negative consequences. A range of recommendations for tackling bias are outlined. Among vari-
ous approaches of diagnosing problems and suggesting prescriptions, we can distinguish two styl-
ized framings of bias in AI policy— one more technical, another more social. Technical framing 
suggests that AI can be solution to human bias and can help to detect and eliminate it. According 
to this frame, bias in AI is largely a technical problem that can be solved by technical means such 
as improving data quality and reliability and designing better algorithms. This frame resonates 
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with approaches such as technological fixes (Johnston, 2018), solutionism (Morozov, 2013) and 
technochauvinism (Broussard, 2023).

This popular technical framing is challenged by a more social (or socio- technical) narrative. 
According to this social framing, bias is not just a technical issue but has important historical, 
political and power aspects. This frame calls for going beyond technical fixes and having a deeper 
understanding of social contexts that shape development and use of AI systems. It recognizes 
that addressing bias in AI as a social issue would require structural change and a shift in the 
balance of power in the public's favor. This social framing of bias in AI reflects more political 
understanding of technology including AI as being co- shaped by pre- existing power structures. 
In AI policy debates this more social and critical approach has been shaped by the influential 
AI Now reports (Crawford & Whittaker, 2016; Campolo et al., 2017; Whittaker et al., 2018, 2019; 
West et al., 2019), which have influenced discussions on this topic in professional associations 
(IEEE, 2017), national and European institutions (CNIL, 2017; European Commission, 2018a) 
and other contexts (e.g., Collett & Dillon, 2019), expanding discussion of bias in AI by bringing 
in social aspects in addition to technical ones.

If prescription for addressing bias in the technical frame is a simple technological fix, then 
prescriptions in the case of social frame are less straightforward. We suggest that a productive 
way to think about bias would be to approach it as a complex social ‘wicked problem’ (Rittel & 
Webber, 1973) that can be addressed by a broader strategy involving diverse stakeholders and 
actions (Head, 2022; Ulnicane, 2022).

Examination of rhetorical frames matters for revealing competing understandings of legiti-
mate problems and actions to address them. Existing hierarchies and structures behind the pow-
erful technical framing of bias in AI might have strong vested interests to present easily available 
technocratic solutions, while avoiding discussions about political, social and economic roots of 
the problem. Therefore, it is of great importance that alternative social framing is challenging 
this technocratic approach and is pointing towards more complex social diagnosis of the problem 
and ways to tackle it. This social frame considerably broadens the legitimate understanding of 
bias in AI and the scope of possible actions beyond technological fix.

This contribution is the first step in examining policy framing of bias as a key issue in AI. 
Future studies would benefit from expanding the range of materials analyzed including other 
documents such as media reports and funding programmes as well as following up on if and how 
the rhetorical frames of technical and social understandings of bias are implemented through 
concrete actions and policy instruments. Such future studies would be important for deepening 
our understanding of how politics and power are co- shaping the ways in which bias is under-
stood and tackled in AI policy and vice versa.

AI policy documents analyzed in this study have contributed to setting the scene for many 
policy, legislative, investment and educational initiatives around the world (Broussard,  2023; 
UNESCO, 2020). Having bias discussed in a number of AI policy documents has played an im-
portant role in shaping overall discourse of AI policy. While often this discourse focuses on eco-
nomic benefits of AI, discussion of bias has contributed to highlighting problematic aspects and 
concerns about AI and its governance. In recent years, a number of dedicated reports have dis-
cussed gender and equality issues in AI (Collett & Dillon, 2019; European Commission, 2020b; 
UNESCO, 2019; UNESCO, 2020; West et al., 2019; Young et al., 2021). While such specialized 
reports provide an opportunity to go into depth in equality and AI issues, they can also contribute 
to perception of these topics as niche issues, which are primarily of concern for women and mi-
norities and are thus marginal to overall AI policy and governance agenda. Rather than treating 
intersectional bias as a siloed issue, it is fruitful to see it as a unique opportunity to fundamentally 
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rethink major problems and concerns of AI governance and policy discussed in this special issue 
such as creating new social divides and prioritizing economic issues over social and political ones 
(e.g., Giest & Samuels, 2022; Kim, 2023; Rönnblom et al., 2023; Schiff, 2023). Intersectional and 
feminist approaches to AI can help to radically reimagine AI governance, policy, power and poli-
tics in more inclusive and participatory ways bringing in diverse groups, perspectives and voices.
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ENDNOTES
 1 Abbreviation ‘AGI’ stands for ‘Artificial General Intelligence’, namely envisaged future stage of AI development 

when AI is expected to be able to perform all the tasks that humans do (Mitchell, 2019).

 2 Use of male pseudonyms in tech industry has a longer history. One well- known case comes from the 1960s 
when entrepreneur Stephanie Shirley in the UK signed her letters as Steve (Winterson,  2021:211). Wiener 
(2019) shows that it is still necessary in the 21st century Silicon Valley.

 3 Exceptions here are discussions of gender issues in AI policy in the European Union and Spain by Ariana 
Guevara- Gómez et al. (2021) and in Sweden by Malin Rönnblom et al. (2023).

 4 Details on the methodology and creation of this dataset of AI policy documents are elaborated in Ulnicane, 
Knight, et al., 2021.

 5 The CNIL, Commission Nationale Informatique & Libertés, is the French Data Protection Agency.
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