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Urban Bird-Drone Classification with Synthetic 
Micro-Doppler Spectrograms 

 

Daniel White, Mohammed Jahangir, Chris J. Baker, Fellow, IEEE and Michail Antoniou, Senior Member, IEEE 

1Abstract— In this article, a method for creating highly realistic 
synthetic drone micro-Doppler spectrograms is presented and its 
effectiveness of training a bird-drone classifier for real scenario 
classification is shown via comparisons to a real benchmark. The 
effect of drone motor speed sampling used when simulating 
drone micro-Doppler is shown to have a significant impact on the 
accuracy of synthetic results and variations of this approach are 
explored. Four synthetic datasets were created differing in motor 
speed sampling and each were compared in their ability to train a 
convolutional neural network to classify real data. The highest 
fidelity synthetic dataset achieved a classification accuracy of 
86.6% compared to the real benchmark accuracy of 89.7%. The 
adverse effect on classifier robustness when reducing the 
simulation fidelity by altering the motor speed sampling is 
shown. 
 

Index Terms— UAVs, Avian, Simulation, CNN, Synthetic 
Training, HERM 

I. INTRODUCTION 

N-MANNED aerial vehicles or drones continue to see 
a proliferation in technological capabilities and 
consumer interest, but widely available, low-cost 

drones pose the risk of their illegitimate use and exploitation 
in sensitive airspaces [1]. As drones are small and can fly at 
low altitudes, they are difficult to detect and differentiate from 
birds and current academic and industrial efforts are to 
improve sensors [1], [2], including radar, for reliable drone 
classification [3], [4] in difficult operational environments [5] 
against increasingly complex confuser targets. Birds and 
drones have similar flight profiles, yet it has been shown 
tracker feature [6], [7] and spectral feature extraction [8], [9] 
approaches offer an effective baseline of classifiable features. 
Using hand-crafted, processed features such as these alone do 
not provide adequate separability for reliable classification of 
edge cases, such as for unseen targets or at the radar’s 
operational limit. Spectral feature classification approaches 
may be over reliant on the mere presence of characteristic 
micro-Doppler (𝜇Doppler) sidebands drones have been 
observed to produce [10].  
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The extraction of data-driven features from a large training 
set through deep learning is another, highly effective approach 
for classification of radar signals in many applications, such as 
in human gait [11], (inverse) synthetic aperture radar target 
[12], [13], [14], [15] and indeed small airborne target 
classification, where drone vs confuser target [16], [17], inter-
drone model [18], and operational state classification, such as 
measurements of rotor speeds [19], blade length and blade and 
motor count [20] or estimations of payload mass [21] have 
been done. It has been shown that Convolutional Neural 
Networks (CNNs) can produce very high ceilings of 
classification accuracy at short range [16], [18], in benign 
environments [22] and with simulated data [23], [24], [25]. 
Further, novel deep learning classification schemes have been 
demonstrated using recurrent models [26], fusion of data 
inputs [22], [27], and un- [28] and semi-supervised [29] 
learning approaches.  

A lack of quality training data is a key issue preventing 
validation of deep learning classifiers for deployment in 
security applications. As a result, exploration of data 
augmentation methods to bolster the amount of existing data 
have been done, such as affine transformations of radar data 
[13] (flipping, rotating), injection of noise into existing data 
[13], [17] and also the use of transfer learning of existing 
models trained on optical images [17] or synthetic radar data 
[11] retrained using a modest amount of real data. Another 
approach to increase the data available for training has been to 
include synthetic data created from simulation models [12]. If 
feasible, this method is advantageous as it allows for a precise 
control of the output data through exploration of possible 
target parameters. For drones, this includes various specific 
parameters, such as the number, size and shape of blades and 
rotors. More generally, using synthetic data permits great 
variety of the target setting, such as, setting a desired Signal-
to-Noise Ratio (SNR) of returns, specifying target motion and 
velocity, and the inclusion of any real or synthetic noise 
background that the simulated target could be injected into. 

Synthetic drone radar data can be created using a number 
of methods [30], [31]. The decomposition of targets into their 
rotating/moving parts and baseband I/Q simulation of reflected 
returns has been shown to be a fast and effective simulation 
approach. This method faithfully reproduces the μDoppler 
sidebands found in real radar drone data [10], [24], [32] and 
large-scale creation of such data has allowed investigative 
studies of deep learning on simulated data for inter-drone 
classification [19], [20], [24]. Less frequently reported in 
literature is the effectiveness of synthetic data for the training 
of classifiers tested on real drone and bird data [33]. Further, 

U
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the effect of simulation fidelity on classifier performance is 
unknown.   

This work on radar classification of bird and drone targets 
assesses an approach of creating simulated drone μDoppler 
data by testing its efficacy as synthetic training data on a real 
dataset existing over long ranges and in a difficult, urban 
operational environment. Through the collection of genuine 
drone flights and the recording of their trajectory and motor 
speeds, we produce synthetic data that is equivalent to its real 
counterpart by using these flight parameters to inform the 
simulator [34]. The simulation is then subject to different 
motor speed sampling choices which are shown to affect the 
spectral output realism significantly. Simulated data is then 
modified to be alike to their real counterpart by injection into a 
real noise background, the treatment of sidebands to have a 
realistic amplitude modulation and the power scaling of body 
and blade components to match the SNR found in the real 
data. Four different versions of simulated data are created 
varying only in motor speed sampling, and alongside a real 
baseline training set, each were used to train the same CNN 
classifier and each of these classifiers were tested on the same, 
real dataset allowing a performance comparison of their 
utilization as training data. The accuracies, and class recall 
rates are compared across the synthetic versions elucidating 
the fidelity of simulation required for reliable and balanced 
synthetic training. The remainder of this article is organized as 
follows. Section II shares the drone simulation model that is 
used as the seed for generating synthetic data and how the 
output depends on the choice of motor speed sampling of the 
drone target. Section III explains the experimental setup for 
obtaining the real data that is used in the investigation of the 
training via synthetic data and includes details of the radars, 
environment and bird and drone targets used to create baseline 
results. Section IV introduces the CNN architecture and 
training procedure used in the real synthetic training 
experiments alongside results of the real data classification 
baseline. Section V will describe a procedure for creating 
realistic synthetic drone datasets and how the motor speed 
sampling choice effects the μDoppler fidelity, alongside the 
results and comparisons of performance using the real and 
various synthetic datasets tested on real data. Section VI is a 
discussion of the implications of shared results and, finally, 
section VII will summarize findings and offer conclusions. 

II. MULTI-ROTOR DRONE MICRO-DOPPLER FRAMEWORK  

This section describes the basic framework used for 
simulating drone 𝜇Doppler. Characteristic 𝜇Doppler sidebands 
induced by a rotating motor structure are observed in 
helicopters and drones, and are known as Helicopter Rotor 
Modulation (HERM) lines [35].  Depending on the radar, the 
drone target and the range, 𝜇Doppler modulations induced by 
the rotating propeller blades can be detected and measured 
[36]. The 𝜇Doppler pattern presents as numerous sidebands 
either side of the main body return if the radar integration 

 
Fig. 1. Schematic of a drone motor and radar transceiver. 
 

period is longer than the rotation period of a drone blade, and        
as a sinusoidal trace or blade flashes if not [10]. Many have 
reported on drone 𝜇Doppler in regard to its collection and 
appearance across pulsed [32], [34], [37] and frequency 
modulated continuous-wave radar [16], [38], [39] in regard to 
its ability to provide classifiable features [9], [40]. These 
returns can be mathematically approximated by treating the 
rotor blades as thin wires rotating about a central motor hub. 
The model originally created for the modelling of helicopter 
𝜇Doppler can be extended for drones by considering 
contributions from more than one motor hub. Each mth motor 
contains B blades that each contribute to signal modulations. 
The derivation begins with the definition of geometrical 
lengths pertaining to the drone-radar interaction, shown in Fig. 
1. Considering first a single blade on a single motor, 𝑅  
and 𝑅  are the monostatic distances of the transceiver to 
the drone’s motor center and an arbitrary point on its blade. As 
the radial length of the drone blade, L, is small it is assumed 
that 𝐿 ≪ 𝑅  allowing for a Taylor series approximation 
simplifying the analytical form of the equation producing 
𝑅 . Then integrating infinitesimal blade contributions from 
0 → 𝐿, and summing over each blade on each motor yields the 
following baseband, complex echo signal:  

 

𝑋 (𝑡) = Σ  Σ  𝐿𝑒
( ) ,

 

                                      ∗ 𝑠𝑖𝑛𝑐 𝑐𝑜𝑠 𝜑 ,  
(1) 

 
where 𝜆 is the radar wavelength, 𝑅(𝑡), is the target range at 

time, t, and 𝜑 , = + 𝛺 𝑡 is the phase angle of the 𝑏th 

blade where Ω  is the rotation rate of the mth motor. This 
formulation ignores any constant amplitude terms. This model 
assumes no tilt in the rotor plane and full mathematical 
derivations and expansions can be found in [34], [35], [41], 
[42].  

This work explores how the appearance and training 
efficacy of the synthetic μDoppler changes using different 𝛺  
choices. The most common choice found in literature is to 
apply the same estimated rotation speed to each motor [19], 
[23], [24], [32], but increasingly more convincing results were 
found using dynamic and different motor speeds across each 
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motor reverse engineered from a real trajectory [42], and more 
recently [34] which used real recorded motor speeds from a 
drone flight. Fig 2. uses equation (1) and three different 
choices of 𝛺  to create example μDoppler spectrograms for a 
pulsed radar system with 7 kHz Pulse Repetition Frequency 
(PRF) via a Short-Time Fourier Transform (STFT) using 4096 
pulses with Blackman-Harris window and 50% overlap is 
generated, and this processing is used throughout this work 
when generating the spectrograms. The effective Coherent 
Processing Interval (CPI) in this case is 0.56 s, which is 
equivalent to a timestep as observed in the spectrogram. An 
arbitrary drone radial velocity profile is used and the drone 
body Doppler returns are not considered. If many full rotations 
of the blade structure occur withing a CPI, harmonic peaks 
appear with uniform frequency separation centered around the 
body velocity with SNR decreasing further from the body 
return. This is the only configuration of 𝜇Doppler that will be 
concerned in this paper. The parallel spectral lines occur as the 
motor rotation provides an additional oscillation in the 
timeseries signal which is brought out in the STFT as multiple 
harmonic peaks centered around the Doppler frequency of the 
motor platform (drone body). The number of observed spectral 
lines depends primarily on the length of the blade and the 
radiation scattering nature, the target range and the radar’s 
noise profile [36]. From this basic model a whole variety of 
μDoppler spectra can be generated by varying the model 
parameters such as M, B and L. In this work, we focus on the 
effect of rotor speeds, 𝛺 . Drone motor speeds would be 
expected to fall between 40 and 250 𝐻𝑧, depending principally 
on the propellor length. Fig. 2a uses constant motor speeds 
across all motors and time, and uniform single sidebands are 
observed in this instance. Fig. 2b shows the result obtained 
when each of the four motors are set to a different fixed speed 
of 85, 90, 95 and 100 Hz. In this case there are now four 
distinct sidebands within each harmonic grouping that result 
from the differing speeds of each rotor blade. Fig 2c uses real 
motor speed values that were extracted from a drone flight 
[34]. This approach is further developed in Section V where 
we introduce varying strategies for sampling real rotor speed 
data to aid the modelling process. The model is refined with 
reference to real data of drone targets and further steps are 
included in the model to scale and normalize the data for SNR. 
Prior to the detailed description of the full simulation model, 
the radar systems and datasets that form the basis of the 
experimental validation are described and explained in the 
following section. 
 

III. RADAR SYSTEM AND TARGET DATASET 

A. Radar System 

    The multi-rotor drone μDoppler defined in Section II is to 
be used with reference to data recordings from a real radar 
system. The University of Birmingham (UoB) possesses 
two pulse-Doppler L-Band staring radars designed for 
detection, tracking and classification of small 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 2. HERM Line spectrum from (1) simulation model 
applied to a quadcopter of blade length, L=0.19 m. Motor 
speeds used are (a) each motor at 100 Hz, (b) four motors at 
85, 90, 95 and 100 Hz, (c) using real recorded motor speeds as 
[34]. 
 
targets such as drones and birds [5] with both installed 
permanently, directed towards the densely urban and suburban 
Birmingham City center and having a configurable operational 
range of several kilometers. With these radars a large dataset 
of bird and drone targets have been collected for data-driven 
classification research. The staring radar collects range-
Doppler data and performs fully digital beamforming over a 
90° azimuth and 60° elevation sector altogether producing a 
4D datacube (range, Doppler, azimuth and elevation) for each 
CPI. The radar in operation creates tracks of targets and the 
tracker output can be accessed for the collection of raw data 
for opportune targets with no ground truth. Spectrograms can 
be created for a trajectory within the field of view by 
collecting and concatenating the timeseries/fast-time samples 
from the resolution cell determined to contain the target. 
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TABLE I 
OPERATING PARAMETER SUMMARY OF EMPLOYED RADAR 

 

 
Applying a STFT to this yields the frequency domain signal 
composition which allows for a detailed view of the target 
profile in radar systems with a high PRF, long CPI and 
subsequent high Doppler resolution.  

Both radars contributed drone and bird data to a collective 
joint dataset. These commercially designed, prototype radars 
are the same model but are of different generations and have 
different gain properties and phase noise profiles. Radar #1 is 
176m above mean sea level, has higher power, lower overall 
phase noise and extracted spectrograms are clean of artifacts 
and collect strong μDoppler from the large drone targets. 
Radar#2 is 186m above mean sea level and has lower SNR of 
target body and μDoppler returns as well as more frequent 
spectral artifacts and raised noise floors in resolution cells 
containing strong clutter due to the effects of phase noise [5]. 
These differences in the relative characteristics of the data 
from the two individual radar units offers a level of signature 
variation that provides a useful check of the robustness of the 
classifier and justifies the use of real data in generating the 
performance results reported in this paper. These radars can 
operate as a network [43] but only monostatic data was used in 
this study. Further details of the radar testbed, urban 
environment and radar operation can be found in [5], [17] and 
a parameter summary is displayed in Table I. 
 

  
 

 

TABLE II 
DRONE TARGETS USED FOR DATASET GENERATION 

 

 

B. Experimental Targets 

Drone and bird targets were used in this study and the 
methodology for the collection of their signatures at scale for 
deep learning purposes are explained. Major differences exist 
due to the nature of the targets.  
1) Drone Targets 

Table II shows a summary of the three drone targets 
featured in this work. Two, the DJI Inspire 2 (Inspire) 
and DJI Matrice R300 (Matrice), are large drones that 
produce strong 𝜇Doppler from their ~20cm radius, 
plastic blades. This measurement is similar to the radar’s 
operational wavelength, so the near resonant scattering 
of the blades produces 𝜇Doppler sidebands that are often 
large and can come with significant fluctuations. The last 
drone in the dataset is the popular DJI Mini 2 (Mini) that 
is a tenth of the mass and has rotor blades that are less 
than a third the length of the other two drones used. This 
target is less likely to produce strong 𝜇Doppler 
sidebands, and presents a more challenging case when 
differentiating from bird spectrograms that as reported 
later are also shown to lack significant 𝜇Doppler. Drone 
data was collected over fourteen measurement 
campaigns occurring at different locations, at different 
times of year and in a variety of weather from calm and 
warm to strong winds of 17 knots and light rain. The 
flights were loops as large as the area of launch 
permitted and these were repeated in forward and reverse 
directions and at different heights of 100m, 80m and 
60m if the location had clear line of sight to the radar. 
The large drones were programmed to follow waypoints 
and their travelling speeds were varied across different 
repetitions. The small Mini drone did not support 
automatic flying with waypoints and the pilot manually 
recreated the planned trajectory. Fig. 3a shows the GPS 
recording of a drone flight at a location in Birmingham 
within the radar field of view along with a spectrogram 
of the data in Fig. 3b from Radar#1 using a monochrome 
false color scheme for visual interpretability. In this plot 
the stationary clutter return is at zero Doppler and the 
strongest non-Zero Doppler return is that from the drone 
body. Offset from the body Doppler are HERM lines that 
are clustered in separate sidebands. Within each 
harmonic grouping of sidebands, up to four distinct lines 

Parameter Value 

Operating Frequency L-Band 

Beamforming Process Single flood illumination transmitter  
with coherent beamforming on receive 

Bandwidth ~ 2 MHz 

Pulsewidth ~ 1𝜇𝑠  

Transmit Power 2 kW 

Receive Channels 4x16 

Coverage 30° El, 90° Az  

Range Resolution ~ 80 m 

PRF ~ 7.3 kHz 

CPI Duration ~ 0.5 s 

Doppler Resolution 4 Hz 

Spectrogram Formation 4096-point STFT with 50% 
overlap of successive CPIs 

Target 
Mass 
(kg) 

Body Diagonal 
(mm) 

Blade Radius 
(mm) 

Image 

DJI  
Inspire 2 3.4 605 190  

DJI  
Matrice 300 6.3 895 220 

 

DJI  
Mini 2 0.25 213 60  
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(a) 

 

 
(b) 

 
(c) 
 

Fig. 3 (a) Example trajectory flown by Inspire (red, from 
GPS) and a bird (blue, from radar tracker) presented in Google 
Earth (b) resultant drone and (c) bird spectrograms from 
Radar#1. Radial white lines in (a) mark 1 km range 
increments. 

  
 
are observed that are the contributions of each of the four 
rotors present on the drone. Occasionally all four motor 
contributions may be individually resolved in our setup. 
For example, this occurs clearly for the 1st and 2nd 
sidebands in Fig. 3b at timesteps 400 to 550. The 
frequency of observing this phenomena for any given 
drone will depend greatly on the radar’s Doppler 
resolution. 
 

2) Bird Targets 
Bird data was collected in one of two ways to contribute 
to the dataset. This included data from controlled trials 
with GPS-tagged birds [45], as well as opportune birds, 
with a 3%-97% split. From the radar tracker output, the 
unclassified positional trajectories were filtered for track  

   duration and target height leaving only suspected bird 
 

TABLE III 
COMPOSITION OF TRAIN, TEST AND VALIDATION SETS 

 
 
targets and excluding ground vehicles. The timeseries 
data was then extracted for each post-filter track, then 
the spectrogram was formed, and each was verified by 
the authors to ensure tracker artefacts did not feature. 
The variety of bird targets was significant, featuring 
single birds, pairs, small flocks and occasional large 
flocks and mixtures of species. Returns from multiple 
birds in a track feature multiple peaks in the spectrogram 
which may appear similar to large drones’ μDoppler 
returns. Fig. 3c shows the corresponding spectrogram for 
the bird target in Fig. 3a. Note the absence of any HERM 
lines and Doppler sidebands which is very distinct of 
bird targets. In this example there are at least two 
dominant body Doppler lines suggesting that the track 
consists of two birds that are flying in a pair-wise 
manner. 

 
Fig. 4 shows example spectrograms taken at similar range for 
all the drone target types used in this study using both radars 
operating in isolation. Overall, the constructed dataset 
contains a diverse range of real spectra. The two radars 
although nominally similar do have some build variations. 
They have slightly different transmit power and their noise 
characteristics differ somewhat, therefore providing a greater 
variability in the dataset compared to that obtained from a 
single system. Fig. 5 shows example spectrograms of single 
or multiple birds, for illustration purposes and to demonstrate 
the variability that can be present in bird spectrograms, and 
further examples can be found in [44]. 
 
 

S
et

 Targets #Flights #Images 
% 

Radar 
#1 

% 
Radar 

#2 

Mean 
SNR±  

STD (dB) 

Mean STD of 
each flight± 
STD (dB) 

T
ra

in
in

g 

Bird 321 3625 25.8 24.8 29±9 5.5±1.6 

Inspire 46 1444 10.6 9.1 39±12 7.0±2.5 

Matrice 29 1058 7.6 6.8 41±12 7.5±2.2 

Mini 40 1129 5.1 10.4 34±9 5.7±2.0 

3625 
Birds 

3631 
Drones 

7256 
Total 

49.0 51.0  

T
es

tin
g 

Bird 146 1818 25.0 25.7 31±9 5.7±1.7 

Inspire 19 612 7.8 8.8 37±12 7.3±2.2 

Matrice 19 671 10.3 7.9 42±13 8.3±1.5 

Mini 19 535 8.4 6.1 30±11 6.0±1.6 

1818 
Birds 

1818 
Drones 

3632 
Total 

51.5 48.5  

V
al

id
at

io
n 

Bird 24 371 36.7 15.9 32±11 5.6±1.6 

Inspire 4 127 13.8 3.9 46±11 8.0±3.7 

Matrice 4 170 19.0 4.5 50±11 9.3±1.4 

Mini  3 45 2.4 3.9 38±8 6.6 ±1.5 

371 
 Birds 

342 
Drones 

713 
Total 

71.8 28.2  
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Fig. 4a-f. Example spectrograms of drones used as captured 
by Radar #1 (left) and Radar#2 (right) for the (a and b) 
Matrice, (c and d) Inspire and (e and f) Mini. 
 
 

 
Fig. 5a-d. Example spectrograms of opportune birds from 
Radar#1. Number of individuals increasing in each flock from: 
(a) a single bird, (b) a pair, (c) a trio of birds, (d) a small flock, 
(e) a large, uncountable flock of birds, and (f) many birds 
entering and leaving tracked resolution cells. 
 

C. The Experimental Dataset 

    Due to the large power of stationary clutter from the urban 
test environment, a 15 Hz high-pass filter was used to remove 
slow-moving clutter for every flight. This was done to 
maximize the dynamic range of target returns represented in 
the spectrogram color map. This removed returns with speeds 
less than 1.65 m/s effecting the central 18 Doppler bins. The 
training subsets of data were then partitioned such that data 
from a given flight was not split across train, test or validation 
subsets. The total number of 20 timestep images per flight was 
calculated and balanced train, test and validation subsets with 
a 60:30:10 ratio were formed at random using this 
information. The duration of each spectrogram as input to the 
classifier was 5.6 s. Table III shows the quantities of data used 
for training, validating, and testing the deep learning classifier. 
The train and test datasets contain nearly equal amounts of 
bird and drone samples. 31% of the train set and 29% of the 
test set was Mini data, which will not feature any μDoppler. 
The inclusion of this target in the dataset will prevent the 
classifier being strongly overfitted to the presence of 
sidebands indicating drone presence. For the baseline 
classification results all the data used is real radar data. 

IV. BASELINE CLASSIFICATION RESULTS OF REAL DATA 

In this experiment, the large CNN model AlexNet [45] was 
used as it has been previously shown using the same radar 
system, signal processing and similar targets as used in this report 
that it performs the best under diminishing SNR compared to 
other similar, large, ImageNet pretrained models. This reference 
[17] conducts experiments of training as a function of SNR that 
will be highly relevant to this study. AlexNet comprises 5 
convolutional and 3 fully-connected layers, and was pretrained on 
a dataset of 1,000 classes and 13 million images. In both these 
studies, only the fully connected layers post-convolution stage 
were trained from random initialization. This and other large 
optical image models are trained on RGB images which requires 
3 channels for each pixel of input, thus in this work an RGB false 
color scheme was used for the spectrogram images. Bayesian 
optimization [46] was used to find appropriate learning 
parameters for the training of real data, then these were offset to 
the nearest sensible round value for the final training. An initial 
learning rate of 1.5 ∗ 10  with decay of 0.1 every 10 epochs 
was used, with the stochastic gradient descent with 0.98 
momentum and 2 ∗ 10  L2 regularization and a mini-batch size 
of 16 with samples shuffled every epoch. Training was repeated 9 
times with different constant random number seeds. Model 
training and evaluation was performed in MatLab 2021a. 

 The mean performance of the trained classifier on the test set 
from the nine repeats is shown in the confusion matrix in Fig. 6. 
The real dataset achieved a 89.7 % classification accuracy, that 
was well balanced in regard to the rate of false positives of the 
two classes, with probability of false alarms being 8.9% for birds 
and 11.6% for drones. This demonstrates the CNN’s ability to 
provide a robust feature extraction and classification efficacy on a 
challenging urban dataset with the inclusion of returns from two 

 
(a) (b) 

 
(c) (d) 

  
(e) (f) 

 
(a) (b) 

 
 (c) (d) 

 
(e) (f) 
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Fig. 6 Confusion matrix showing average performance of real-
trained baseline classifier applied to real test set. 

 
non-identical radars. The sub-drone class rate of false alarm for 
large drones was 94%, and for the smaller Mini was 73%. The 
classifier does possess a bias towards classification of drones with 
μDoppler than those without which although undesirable is to be 
expected. These results obtained training the CNN on real data 
and testing on real data provide the baseline for comparison when 
the training is repeated after partially replacing the training and 
validation set with simulated data. Training was stopped after the 
validation loss exceeded the training loss 10 times, then the 
models at the completion of each epoch of training were tested 
with the training set and validation set. The final epoch used had 
the maximum sum of training and validation scores which 
ensures that the model is both well trained and minimally 
overfitted. An identical training procedure is used for the 
synthetic data investigation presented in the following section. 

V. SYNTHETIC DATA GENERATION AND CLASSIFICATION 

RESULTS  

This section details the preparation of a large training set of 
synthetic drone data for deep learning followed by the 
synthetic training results using the created datasets. Firstly, the 
steps to apply different motor speed sampling choices, Ω , 
from a real motor speed recording is shown, followed by the 
steps to convert the basic simulation into realistic synthetic 
data. This requires setting simulation parameters controlling 
signal power, such that the entire dataset had plausible SNR 
that would match the distribution of the real data to a 
reasonable degree. The following subsections presents a 
comparison of results when 𝛺  is varied to produce four 
different synthetic data versions that are each used to train a 
CNN with each tested on the same, real dataset. 

A. Procedure for Synthetic Data Creation 

This subsection lays out a methodology for producing 
duplicate realistic synthetic spectrograms of large multi-rotor 
drone μDoppler, extending on work previously proposed in 
[34]. The construction of the synthetic data can be 
summarized in the following summation for each timestep, t, 
in a CPI, 
 

 

 
 
Fig. 7 Procedure for creating a synthetic drone spectrogram 
from a real flight used in this work. 
 
 

𝑋 [𝑡] = 

                 𝑆 𝑒
[ ]

+ 

                 𝑆 ∗ 𝑋 [𝑡]

∗  𝐹𝐹𝑇(𝑒 | | [ ] ) + 
                 𝑋 [𝑡] 

(2) 

 
where 𝑋  from (1) is summed with an amplitude 
attenuation envelope using FFT, the fast Fourier transform 
operation, 𝑋 [t] are the timeseries samples from the recorded 
background data, 𝑆  and 𝑆  are scaling factors for the 
body and blade reflectors respectively, 𝛼 is a hyperparameter 
that controls the number of HERM lines present, 𝜈 is Doppler 
frequency and 𝜈  is the central Doppler frequency of body 
returns. Fig. 7 shows the order of the steps to creating this data 
and these steps are elaborated in the following sub-sections. 
 

1) Motor Speed Sampling 
Equation (1) features Ω  which are the motor speeds of each 
of the four motors assuming the use of a quadcopter. Fig. 8a 
displays the real spectrogram image for comparison with 
following synthetic examples. In flight, the motor speeds are 
recorded at an approximate constant rate, of 30 Hz for the 
Inspire and 20 Hz for the Matrice. The simplest 
implementation is to resample the recordings to yield a single 
motor speed per CPI [34] and the resultant motor speed signal 
is shown in Fig. 8b along with the synthetic spectrogram result 
in Fig. 8c. We used a piecewise cubic spline interpolation [47] 
to uniformly under-sample the motor speed signal at each CPI. 
This approach has limitations in its realism as motor speeds 
are not coupled across overlapping CPIs, resulting in motor 
returns jumping discontinuously across Doppler bins in 
successive CPIs (see timesteps ~100). With comparison to real 
data (Fig. 8a), the sidebands in the simulation are overly clean 
and are of uniform spectral width. In effort to improve on this, 
the motor speeds were sampled to less than the duration of the 
CPI. At first, the motor speeds were down-sampled (from  

3) Inject simulated target into 
real recorded background  

Perform Drone Flight 
Collect Trajectory and  

Motor Speed Information 

Record Real Data 

1) Choose Motor Speed 
Sampling  

2) Choose 𝑆  and 𝑆  
scaling factors and 
phenomenologically 
attenuate sidebands 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 8a-e Motor Speed Sampling and Resultant Synthetic 
Spectrograms. (a) Real Matrice Spectrogram, (b) Resampling 
of the raw motor speed recordings (black) to 1 value per CPI 
(red) using a cubic interpolating spline, (c) Resultant, Per-CPI 
Synthetic Spectrogram, (d) Sub-CPI Sampling Procedure. 
Original samples (black) at 30Hz are decimated to 8/CPI (red) 
before resampling to PRF (blue) and finally after applying 
smoothing with a 2500-point rolling average (green). (e) 
Resultant, Sub-CPI Synthetic Spectrogram. 

30 𝐻𝑧) via decimation to 8/CPI (~14.3 𝐻𝑧), and then up- 
sampled by an integer factor (of 4096/8 = 128) to PRF 
(~7.3 𝑘𝐻𝑧) via time domain 0-padding to required signal 
length and application of a low-pass interpolating filter. 
Appling the present motor speed signal to (1) followed by FFT 
produced HERM lines that were spread widely over the 
spectrum with insufficient integration gain. Smoothing these 
values significantly using a rolling-average with a long 
window length (between approximately 1,000 to 3,500 
compared to the total CPI length of 4096) produced highly 
convincing sidebands with more realistic bandwidth and better 
continuity across CPIs. These steps and their effect on the 
motor speed signal are shown is pictorially in Fig. 8d and the 
resultant spectrogram is shown in Fig. 8e. These two models 
will be referred to as the per-CPI and sub-CPI synthetic 
versions and are both high-fidelity choices for motor speed 
sampling that will be used in the following synthetic training 
experiments. Wind will have a significant impact on a drone’s 
motor speeds which will be preserved in the recordings to an 
extent depending on the drone’s sampling rate. Rapid changes 
in motor speeds over a CPI induced by wind changes or to 
enable a maneuver, manifested as artifacts in the per-CPI 
spectrogram as discontinuities in the spectral lines which was 
improved in the sub-CPI implementation. 

 
2) Artificial Sideband Modulation and Simulated 

Component Scaling  
The model outlined in Section II treats the drone blades as a 
series of infinite point reflectors. It produces accurate 
frequency modulation of returns but very poorly captures the 
amplitude modulation of the sidebands, especially in our setup 
where the size of the radiation wavelength and drone blade are 
similar. The thin wire simulation model as used produces 
sidebands that are too strong and too numerous in comparison 
with the real data. At short ranges from the radar the two 
larger drone models exhibit typically 3-5 pairs of sidebands, 
with a SNR reduction of 5-10 dB compared to the main body 
and 3-8 dB for each subsequent sideband harmonic, whereas 
the thin wire simulation shows up to 10 pairs of sidebands 
with very little fall off in signal power until the final 
harmonics. To remedy this, the sidebands of the simulation 
were artificially attenuated to approximately match the 
number and signal power fall off observed in real data. A 
back-to-back exponential decay attenuation envelope in 
frequency centered around the main body return of the form 
𝑓(𝜈) = 𝑒 (| | ) was Fourier transformed to the 
timeseries domain then summed element wise with the 
timeseries simulation [34]. The α parameter was used to tune 
the strength and number of sidebands, reducing their presence 
as α →0. With this, the factors 𝑆  and 𝑆  were applied 
to ensure the body and blade SNR in the simulated data was 
similar to that of the experimental data.  

 
    3)   Injection into Real Background 
A simple way to add realistic noise background to the 
simulated spectrogram is to form a spectrogram using real data 
with the same flight trajectory as the simulated target but from 
a time instance when there is no target present in the real data.  
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Fig. 9 Real and synthetic examples of Matrice drone.  
 (a-c) Near range at 1.4 km with Radar#1; (a) Sub-CPI (b) Per-CPI (c) Real 
 (d-f)  Far range at 2.7 km with Radar#1; (d) Sub-CPI (e) Per-CPI (f) Real   

 (g-i) Near Range at 1.4 km with Radar#2; (g) Sub-CPI (h) Per-CPI (i) Real 

 
TABLE IV 

SIMULATION PARAMETERS USED, WHERE SHORTHAND 2𝐸 ≡ 2 × 10  
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Synthetic 
Version 

Motor Sampling 
Function, Ω  

𝑺𝒃𝒐𝒅𝒚 
Radar#1 Min/Max, 
Radar#2 Min/Max 

𝑺𝒃𝒍𝒂𝒅𝒆 
Radar#1 Min/Max, 
Radar#2 Min/Max 

𝜶 
Radar#1 Min/Max, 
Radar#2 Min/Max 

Sub-CPI 

Real Speeds 
sampled to PRF/8 
& Long Window 
Rolling Average  

𝐸 /2.5𝐸  
2𝐸 /. 25 

2𝐸 /1 
2𝐸 /2𝐸  

5/40 
5/35 

7/32, 
5/32 

5.5𝐸 /1.1𝐸 , 
7𝐸 /1.7𝐸  

5.5𝐸 /1.1𝐸 , 
5.5𝐸 /8𝐸  

Per-CPI 

 
Real Speeds 

sampled to CPI  
 

𝐸 /1.4𝐸 , 
𝐸 /𝐸  

𝐸 /5𝐸 , 
𝐸 /2𝐸  

5/32 
7/30 

7/30, 
10/30 

5.5𝐸 /
1.1𝐸 , 

2.7𝐸 /𝐸  

𝐸 /6𝐸 , 
𝐸 /7𝐸  

Single- 
Motor 

 
As sub-CPI but 
only one motor 

 

As sub-CPI 

Fixed-
Speeds 

Ω = Ω 
    60 Hz Matrice  / 

80 Hz Inspire 
As per-CPI 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Fig. 10 Fifty-Six seconds of Real and Synthetic models for the 
Inspire at range 2.5 km with Radar#1. The central 480 
Doppler bins are shown. (a) Real (b) Sub-CPI (c) Per-CPI (d) 
Single Motor (e) Fixed Speeds. 

 

 

   
(a) (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

Fig. 11. Example high-SNR images from Radar #1 as input to 
the CNN Classifier. (a-e) Five Real Bird examples, (f) Real 
Drone, (g) Sub-CPI, (h) Per-CPI, (i) Single-Motor (j) Fixed-
Speeds 
 
Thus, the background for the synthetic target was extracted by 
time-shifting the real flight to a time when there was no 
control targets present. Extracting the raw data in the same 
way produces a spectrogram with the same local (but not time-
dependent) clutter properties as the real flight for each 
timestep of the flight. The simulated target’s 1-D timeseries 
returns are summed elementwise with the background signal - 
extracted, injecting the simulated target into a real 
background. This approach was taken to maximize the 
similarity of the real and synthetic data background properties, 
but this is limited as the real data came from regular intervals 
over a two-year period and the background data came from a 
single period in March 2022. The variation of weather and 
wind on clutter is present in the real data set but not as much 
for the synthetic cases. The weather conditions and locations 
could be altered to yield varied backgrounds for training data 
but this lies outside the scope of the current study. 
 

B. Experimental Synthetic Datasets 

For an accurate assessment of synthetic drone 𝜇Doppler for 
training of CNNs compared to a real baseline, a dataset was 
constructed so that it was as close to the collected real returns 
as possible. In the ideal case, the SNR of sidebands would be 
dictated by the blade’s radar cross section multiplied by the 
number of blades and the coherent integration factor with 
range scaling to the negative fourth power. However, drone 
𝜇Doppler as found in our collected data does not always 
behave as expected. For example, Figures 3b and 9f have a 
large fluctuation regarding the symmetry and strength of the 
sidebands along the flight, while by contrast Fig. 9c shows 
clean and consistent 𝜇Doppler for the whole flight. With the 
goal of creating a dataset that contained plausible synthetic 
𝜇Doppler within the bounds of the real dataset, the solution 
implemented in this work was to scale the power of body and 
the power and count of sidebands to be between the nearest 
and furthest range real examples. This was done by setting 𝛼 
to match the number of sidebands as found in real data, then 
modifying 𝑆  to match the real and synthetic SNR of the  
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Fig. 12. Total accuracy and bird/drone recall performances on 
the real test set achieved with the real and four synthetically 
trained models presented via a box plot. Total accuracy 
(black), bird recall (blue) and drone recall (red) are 
represented in the boxes, where the top and bottom- edges of 
the box are the upper and lower quartiles of values 
represented. The red line within each box is the median result. 
Results that fall beyond 1.5 times the interquartile range above 
or below the nearest quartile are marked as outliers with a red 
plus, otherwise the connected horizontal bar indicates the most 
extreme result. 
 
first sideband to within 1-2dB, repeating until both criteria 
were satisfied. This process was repeated for both the large 
drone targets, for both the per-CPI and sub-CPI versions, and 
for both radars. The values yielded from this approach are 
presented in Table IV. This method has limitations that will 
prevent perfectly matching SNR across all sidebands for the 
real and synthetic datasets. Imperfections in the synthetic SNR 
recreation are mitigated in the following experiment by using 
the RGB colormap, and from the dividing and shuffling of 
samples for training. Thus, we have preserved the frequency 
modulation of the HERM lines to be the largest difference 
between any of the datasets. The sub-CPI version also had an 
intra-CPI rolling average length factor to be decided. This was 
varied between different flights randomly between 1500 and 
3000 which were found to produce sidebands matching those 
of the corresponding real spectrograms. Fig. 9 shows the real 
and synthetic per-CPI and sub-CPI comparison of the Matrice 
drone, at long and short range for Radar#1, and at short range 
for Radar#2. At the longest ranges, Fig. 9d-f, the real 
sidebands fluctuated in their appearance and power. The 
simulation model presented in this paper does not attempt to 
model such fluctuations and synthetic parameter values were 
set so that sidebands were always visible in the synthetic data.  
As well as the sub-CPI and per-CPI models, two other lower 
fidelity synthetic datasets were constructed that are simpler 
representations of the motor speeds. Firstly, the sub-CPI 
model was simplified to have just one rotor instead of four. 
This is referred to as the Single-Motor model. The second 
simplification was to use a single speed for all four rotors. 
This last model provides context for this simulation approach  

TABLE V 
SUMMARY OF SYNTHETIC TRAINING RESULTS 

 
as reported in the literature [19], [24], [32], and will be 
referred to in this paper as the Fixed-Speeds model. The fixed 
rotational frequency was constant across the flight and 
sensible values within a range typical of the drone model was 
randomly chosen for each flight. The five classifiers trained in 
the following section have their spectrograms shown for the 
Inspire and Radar#1 in Fig. 10a-e, and Table IV lists the 
parameters and motor sampling used in their creation. 

 C. Synthetic Training Results and Comparison 

   The CNN classifier trained on real data and data from the  
four synthetic models all followed identical training 
procedures as described in section 2.B. Fig. 11 shows ten 
exemplar images as were used to train the classifier. The 
duration of each is 20 timesteps which equates to 5.8 s. The 
repeated training on the real and different synthetic versions 
each occurred with the same random seeding as each other and 
when training on real data. The results on the tests with real 
data are summarized for all training instances via box plot in 
Fig. 12. The total accuracy is the ratio of correct to total 
classifications. The recall is the ratio of true positives to true 
positives plus false negatives and is a measure of how 
trustworthy a classification result of a particular target is, i.e., 
a 90% drone recall means 90% of predicted drones were 
truthfully drones. A key metric to observe is the difference of 
the drone and bird recalls which are present in Fig. 12 in red 
and blue respectively either side of the accuracy. Instantly we 
observe that for all the datasets, the recalls are significantly 
unbalanced towards birds. This means that models were biased 
to classify challenging edge-case samples in the test set as 
birds to differing degrees as discussed below. Table V shows 
training result figures of merit for each simulation version and 
the mean accuracies of the large, with 𝜇Doppler, drone targets, 
and the small, 𝜇Doppler absent, Mini drone target.  
    The real baseline observed a mean value of 89.7% for total 
accuracy, and drone recall (88.0%) was worse than the bird 
recall (90.5%) by 2.5% which is a reasonably balanced 
performance, slightly biased towards selecting edge cases as 
birds. The best performing synthetic model was the sub-CPI 
version, suffering a total accuracy decrease of 3.1% to 86.6%. 
The per-CPI and Single-Motor synthetic versions were ~1.5% 
lower at 85.9% and 86.1% respectively, and the Fixed-Speeds 
model’s mean total accuracy fell a further 1.4% to 84.4%. The 
median and spread of accuracy of the synthetic models are 
approximately identical for the multi rotor sub-CPI and per-
CPI and single motor sub-CPI model, but the performance of 

Training and 
Validation 

Data 

Mean 
Accuracy 

Mean Drone 
Recall 

Mean 
Bird Recall 

Mean 
Large 
Drone 

Accuracy 

Mean 
Small 
Drone 

Accuracy 
Real 

Baseline 89.7  ±  0.5 88.𝟎 ±  𝟏. 𝟐 90.5 ±1.3 94.0 ± 𝟏. 𝟏 73.3 ±2.2 

Sub-CPI 86.6 ± 0.5 80.1 ± 0.8 93.0 ± 0.9 85.4 ±0.7 67.3 ±1.4 

Per-CPI 85.9 ± 0.4 77.8 ± 1.0 93.9 ± 0.5 83.0 ±1.0 65.4 ±2.1 

Single-
Motor 86.1 ± 0.1 79.0 ± 1.0 93.3 ± 0.8 84.2 ±1.0 66.6 ± 1.8 

Fixed-
Speeds 84.4 ± 0.7 74.3 ± 2.0 94.5 ± 1.0 78.3±2.6 64.8 ± 2.2 
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the fixed-speeds fell significantly further demonstrating that 
motor speed variation is an essential component of training. 
Observing the drone recall as a function of the 𝜇Doppler 
fidelity, the reliability of drone classifications decreased 
rapidly to a mean value of 74.5% for the least accurate, fixed 
speeds model. The drone recalls of the two multi-rotor models 
incorporating all four motor speeds medians fell from the real 
baseline of 88.4% to 80.1% (sub-CPI) and 78.8% (per-CPI). 
The Single-Motor version’s drone recall was between these 
values at 79.0%. Each of these models had mean drone recalls 
to within 2.1% of each other, with the final, fixed speeds 
model considerably worse at 3.5% from the next best recorded 
recall.  
    The decrease in drone recall against training data fidelity 
signifies the model is becoming overfitted to the shape of the 
synthetic sidebands and struggles to recognize real sidebands 
as effectively. The degradation of drone recall with reduced 
synthetic data fidelity shows that the more realistic the 
simulated data, the more accurate the classifier is, crucially 
producing less drone false positives. Bird recall increased for 
the two multi-speed multi-rotor models from the mean real 
baseline of 90.5% to 93.0% for sub-CPI and 93.9% for per-
CPI versions. Again, the Single-Motor version sat between 
these values at 93.3%, with the lowest fidelity Fixed-Speeds 
version ~1% above the alternatives. This indicates that 
synthetic training with both motor speed variation and a multi-
rotor model minorly reduces the models bias towards birds. As 
the synthetic fidelity decreases, the bird recall gets higher, thus 
showing that the model is biased towards predicting difficult 
targets as birds, which is an operationally ineffective outcome. 
Table V also displays the accuracies of the small and large 
drones in our dataset. The Mini drone was always 
misclassified significantly more frequently than the large 
𝜇Doppler producing targets. We observe that the small drone 
accuracy decreases across the datasets at a similar rate as the 
overall drone recall despite itself not changing in the training 
sets.  

VI. DISCUSSION 

    When creating synthetic drone μDoppler, we have 
highlighted the importance of the selection of motor speeds. 
Visually, accessing recordings of real motor speed values and 
implementing them in simulation makes a great improvement 
and subsequent comparisons with equivalent real data become 
highly informative compared to using constant motor speed 
values. For synthetic training, we have shown that motor 
variation is imperative, as classifier accuracy and balance were 
worse when using the Fixed-Speeds model. We presented per-
CPI and sub-CPI motor speed sampling as two choices if 
using real or estimated motor speeds. Sub-CPI sampling 
improved the appearance of individual sidebands visually to 
have a non-uniform bandwidth and better continuity in time. It 
was shown synthetic training with the sub-CPI sampling 
outperformed the per-CPI very slightly. This was a first step 
towards even more realistic HERM frequency modulation, but 
further work is required to understand the phenomenology of 
sideband power fluctuations and asymmetricities around the 
body return which was not attempted in this work. Such 
effects could be simulated with some further signal processing 

choices, for example, setting sideband attention to be 
stochastic and non-symmetrical.  
    In this study, we strove to keep the SNR of real and 
synthetic data as similar to each other as possible to 
understand the utility of directly replacing real data with 
realistic synthetic data. Having demonstrated the promise of 
multi-speed multi-rotor synthetic data, future work can 
explore the benefit of varying the synthetic parameters beyond 
the extent used here. To robustly classify edge-case and 
reliably classify unseen drone models, greater variation of the 
simulation and injected background would train classifiers 
with a wider scope for interpolating unseen measurements 
amongst its training samples. Further research demonstrating 
synthetic training using a wide and varied synthetic data will 
be required to inform operators of the trade-off between access 
to large volumes of synthetic data and how varied the 
signatures must be compared to the use of small, real datasets. 
Indeed, how performance is affected when using a mix of real 
and synthetic data is not known but would be expected to offer 
a significant performance improvement with respect to the 
limited quantities of real data available as the variety of 
training data will be larger. 

VII. CONCLUSION 

In this work, we presented a method for simulating realistic 
𝜇Doppler returns for a rotary winged drone and showed the 
effect of simulation fidelity on classifier performance using a 
large, challenging dataset with comparison to an equivalent 
real benchmark of bird and drone targets.  Synthetic datasets 
with increasing degrees of realism recreating large drone 
flights were produced using the trajectory and motor speed 
information recorded during the real flight, including setting 
SNR and involving the effects of urban clutter. Four synthetic 
versions were used to illustrate synthetic training capabilities 
and these differed in the motor speed sampling and motor 
configuration used in their creation. The best result achieved 
with the synthetic dataset was 86.6% accuracy compared to 
the real data benchmark that stood at 89.7%. The accuracy and 
balance between predicted classes of the synthetically trained 
classifier diminished as the fidelity of the simulation 
decreased. The largest performance deficit came from the 
Fixed-Speeds model at 84.4% accuracy. In conclusion, it has 
been found that multi-rotor modelling and motor speed 
variation are both required to prevent sub-optimal training 
producing a classifier with a high rate of false positives.  
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