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Abstract

We propose a novel transformer-based framework that
reconstructs two high fidelity hands from multi-view RGB
images. Unlike existing hand pose estimation methods,
where one typically trains a deep network to regress hand
model parameters from single RGB image, we consider a
more challenging problem setting where we directly regress
the absolute root poses of two-hands with extended fore-
arm at high resolution from egocentric view. As existing
datasets are either infeasible for egocentric viewpoints or
lack background variations, we create a large-scale syn-
thetic dataset with diverse scenarios and collect a real
dataset from multi-calibrated camera setup to verify our
proposed multi-view image feature fusion strategy. To make
the reconstruction physically plausible, we propose two
strategies: (i) a coarse-to-fine spectral graph convolution
decoder to smoothen the meshes during upsampling and (ii)
an optimisation-based refinement stage at inference to pre-
vent self-penetrations. Through extensive quantitative and
qualitative evaluations, we show that our framework is able
to produce realistic two-hand reconstructions and demon-
strate the generalisation of synthetic-trained models to real
data, as well as real-time AR/VR applications.

1. Introduction
3D hand pose estimation is a fundamental problem in

various downstream applications including augmented and
virtual reality (AR/VR) [19, 20, 25, 26, 47,58, 63]. Research
efforts in designing 3D hand or hand-object reconstruction
networks have shown great effectiveness for single-hand
pose estimation [15, 22, 27, 59, 60, 66]. However, two-hand
pose estimation has received relatively little attention. In
this paper, as illustrated in Fig. 1, we focus on high fidelity
two-hand reconstruction from multi-view RGB images.

With the availability of the InterHand2.6M dataset [46],
various methods have been recently proposed. More recent

*This work was done during an internship at Google.
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Figure 1: Our method jointly reconstructs high fidelity two-
hand meshes from multi-view RGB image. The input im-
ages shown here are from our synthetic dataset, which con-
tains challenging video sequences of two hands rendered
into egocentric views.

methods focused on alleviating the self-similarity problem
between interacting hands by exploiting hand part segmen-
tation probability [18], joint visibility [33], cascaded refine-
ment modules [65] or keypoints using Transformer [24]. Al-
though they perform well on complex configurations, their
dependence on root joint alignment does not provide abso-
lute root pose recovery when applied to multi-view scenar-
ios, which is especially crucial for interactions in VR.

Moreover, many immersive AR/VR applications require
accurate estimation of two hands including extended fore-
arms as it allows for a more realistic and accurate represen-
tation of hand movements and gestures. By including the
forearm, the orientation and movement of the hand in rela-
tion to the arm can provide important contextual informa-
tion for the user’s actions in the virtual environment. Ad-
ditionally, it can reduce errors and improve the stability of
the tracking system, which is important for maintaining im-
mersion and avoiding disorientation in AR/VR applications.
However, as in many other areas of computer vision, there



is currently no suitable dataset for a typically supervised
deep learning setup. Specifically, existing datasets are ei-
ther infeasible for egocentric views [21] or lack variations
in background and lighting conditions [46].

In this paper, we propose a spectral graph-based trans-
former architecture that can reconstruct high resolution two-
hand meshes with extended forearms from multi-view RGB
images. However, directly extending state-of-the-art meth-
ods [39, 40] from single-view to multi-view setting is non-
trivial as they consume a substantial number of parameters
and are computationally expensive. As pointed out by Cho
et al. [8], the current encoder-based transformers [39, 40]
have overlooked the importance of efficient token design.
In order to retain spatial information in image features and
avoid passing redundant global image features to the trans-
former encoder, we propose a soft-attention-based multi-
view image feature fusion strategy to obtain region-specific
features. Further, as a hand mesh in essence is graph-
structured data, we incorporate properties of graph Lapla-
cian from spectral graph theory [10] into the design of our
transformer-based network architecture. To obtain realistic
hand reconstructions, we leverage a hierarchical graph de-
coder and propose an optimisation-based refinement stage
during inference to prevent self-penetrations. We show that
each technical component above contributes meaningfully
in our ablation study.

Besides the expensive computational cost, an additional
challenge is the lack of high fidelity 3D mesh ground truth
for training such a model. As manually annotating 3D hand
meshes on real data is extremely laborious and expensive,
we create a large-scale synthetic multi-view dataset contain-
ing realistic hand motions from egocentric camera view-
points rendered under a large variation of background and
illumination. To generalise and evaluate on real-world data,
we further collected real data from a precisely calibrated
multi-view studio with 18 number of high-resolution cam-
eras. We use an automatic approach for registering meshes
and obtain ground truth hand poses. Our proposed method
trained on both datasets shows robust performance on chal-
lenging scenarios and can serve as a strong baseline.

Our contributions are the following:

1. We propose a novel end-to-end trainable spectral
graph-based transformer for high fidelity two-hand re-
construction from multi-view RGB image.

2. We design an efficient soft attention-based multi-view
image feature fusion in which the resulting image fea-
tures are region-specific to segmented hand mesh. We
further demonstrate a minimal reduction of 35% in the
model size with this approach.

3. We introduce an optimisation-based method to refine
physically-implausible meshes at inference.

4. We create a large-scale synthetic multi-view dataset

with high resolution 3D hand meshes and collect real
dataset to verify our proposed method.

2. Related Work
Our work tackles the problem of two-hand reconstruc-

tion from multi-view images. We first review the literature
on Hand reconstruction from RGB images. Then, we focus
on the line that leverages Transformer on human body/hand
reconstruction. Finally, we provide a brief review on exist-
ing Hand datasets.
Single-Hand Reconstruction. Many approaches have al-
ready been proposed for hand pose estimation from either
RGB images or depth maps. Here we focus mainly on works
that reconstruct full hand meshes. As most earlier methods
do not have access to suitable datasets which contain dense
3D ground truths, the parametric hand model MANO [52]
provides an alternative as its input parameters can be di-
rectly regressed and it contains prior 3D information about
hand geometry. Hence, discriminative approaches [2, 5, 27]
which directly predict input hand pose and shape parame-
ters from single images have been a popular approach. [45]
learns the pose and shape corrective parameters to recon-
struct high-fidelity hand meshes with multi-view depth im-
ages. Concurrently, non-parametric methods [22, 36] lever-
aging graph convolutions demonstrate the ability to directly
regress 3D hand meshes. Recently, there is an increasing
interest in representing object shapes by learning an im-
plicit function [1, 7, 42]. By extending NASA [13], [31] is
a keypoint-driven implicit hand representation and [11] dis-
entangles shape, color and pose representations.

In contrast to the above mentioned approaches, we pro-
pose in this work a non-parametric method that can be ex-
tended to multi-view settings and reconstruct high-fidelity
hand meshes with extended forearms. Further, our approach
is not restricted to a single subject, which is the primary
constraint of [45]. Recent work on multi-view fusion lever-
age epipolar geometry [29, 50] to aggregate estimated 2D
heatmaps from different views or Feature Transform Lay-
ers (FTL) [26, 51] to learn camera geometry-aware latent
features. However, these methods require known camera pa-
rameters and the feature matching process based on feature
similarity is sensitive to occlusion. Our work introduces a
soft-attention mechanism coupled with transformer tokeni-
sation which is robust to occlusion and aggregates multi-
view image features efficiently.
Two-Hand Pose Estimation. Pose estimation of interact-
ing hands can be broadly classified as discriminative and
generative (or hybrid) approaches. Early methods typically
follow hybrid approaches by leveraging visual cues de-
tected by discriminative methods, followed by model fit-
ting. [3, 61] apply collision optimisation terms and phys-
ical modelling on detected fingertips. [25, 26, 47, 63] ex-
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Figure 2: A schematic illustration of our framework. Given multi-view RGB images, we extract volumetric features f with a
shared CNN backbone. The soft-attention fusion block generates the attention mask M and finer image features f ′ through
multiple upsampling and convolution blocks. Region-specific features fr are computed by first aggregating f ′ along the feature
channel dimension via the attention mask M, followed by a max-pooling operation across multi-view images to focus on
useful features. Then, we apply mesh segmentation via spectral clustering on template hand meshes and uniformly subsample
them to obtain coarse meshes. We perform position encoding by concatenating coarse template meshes to the corresponding
region-specific features fr, i.e. matching colored features to mesh segments. Finally, our multi-layer transformer encoder
takes the resulting features as input and outputs a coarse mesh representation fc which is then decoded by a spectral graph
decoder to produce the final two-hand meshes at target resolution. Here, each hand contains 4023 vertices.

tract image features or keypoints from RGB or depth images
and fit hand models with physical constraints. Recent large-
scale datasets of interacting hands [46] have led to the emer-
gence of fully discriminative methods [24,33,38,53,65] that
jointly estimate the 3D joint locations or hand model param-
eters from a single RGB image. In this work, we target to
reconstruct two hands at high resolution while keeping the
model complexity low.

Transformer in 3D Vision. Transformer-based architec-
tures have been gaining increasing popularity in the vision
community. Here we focus on methods that reconstruct the
human body or hands from RGB images and refer readers
to [32] for a detailed survey. In a closely related work, [39]
uses cascaded Transformer encoders to reconstruct the hu-
man body and hands from a single RGB image and achieves
state-of-the-art performance. [40] extends [39] with graph
convolutions along the Transformer encoder. [8] improves
the efficiency of [39] by disentangling image encoding and
mesh estimation via an encoder-decoder architecture. [24]
extends ”Detection Transformer” [6] with hand-object pose
estimations. While these works are targeted at a single im-
age and their extension to the multi-view setting is non-
trivial due to large number of learnable parameters, our ar-
chitecture is designed to efficiently reconstruct two hands at
high resolution.

Hand Pose Datasets. The success of discriminative meth-
ods depend on the availability and variability of hands in-
teraction datasets. [46] introduces the large-scale dataset
InterHand2.6M with closely interacting hand motions us-
ing a semi-automatic annotation process with multiple high-
resolution RGB cameras. However, it contains minimal

background and lighting variation. FreiHAND [67] includes
wider background variation but the dataset is limited to a
single hand and third-person views. Therefore, the above
datasets are not suitable for the egocentric two-hand recon-
struction task. The available egocentric datasets are limited
by either visible markers [21] or constrained lab environ-
ments [37]. This motivates us to create a large-scale egocen-
tric synthetic dataset with improved environment and light-
ing variations. To validate our proposed multi-view fusion
strategy, we further collect a real dataset with more chal-
lenging camera viewing angles. Altogether, both synthetic
and real datasets contain diverse egocentric multi-view and
-frame data points with multiple subjects. Our architecture
demonstrates promising performance on both datasets and
constitutes a strong baseline.

3. Method

As shown in Fig. 2 , our architecture first passes N num-
ber of multi-view RGB input images x ∈ RN×224×224×3

to a shared CNN backbone to extract volumetric features
f ∈ RN×7×7×2048, i.e. features before the global average
pooling layer for ResNet [28]. The volumetric features are
then fed into a soft attention-based multi-view feature en-
coder and output K region-specific features fr ∈ RK×C

where C refers to the feature channel size. The Trans-
former encoder takes fr together with template hand meshes
m′ ∈ RV ′×3 and outputs a coarse mesh representation
fc ∈ RV ′×F . Finally, the spectral graph decoder gener-
ates hand meshes m ∈ RV×3 by upsampling on fc where
V ≫ V ′. With slight abuse of notation, m can either be
two-hand or single-hand depending on the application.



In the following, we detail the multi-view image feature
encoder in Section 3.2, the spectral graph convolution de-
coder in Section 3.3 and the loss used for training in Sec-
tion 3.4. We also present an optimisation-based refinement
procedure at inference time in Section 3.5.

3.1. Notations

A 3D mesh can be represented as an undirected graph
G = (V, E ,A), where V is a node set and E is an edge
set. An adjacency matrix A ∈ R|V|×|V| encodes informa-
tion of pairwise relations between nodes. A degree matrix
D ∈ R|V|×|V| is a diagonal matrix whose diagonal element
Dii =

∑
j Aij refers to the degree value of each node. An

essential operator in spectral graph theory [10] is the graph
Laplacian L, whose definition is L = D − A, and L =
UΛUT where the graph Laplacian can be diagonalised
by the Fourier basis U = [u1, . . . ,u|V|] ∈ R|V|×|V| and
Λ = diag([λ1, . . . , λ|V|)] ∈ R|V|×|V| where {ui}|V|

i=1 are
the eigenvectors and {λi}|V|

i=1 are the non-negative eigen-
values of graph Laplacian (0 = λ1 ≤ . . . ≤ λ|V|).

3.2. Multi-View Image Feature Encoder

To extend transformer-based architecture to multi-view
settings and prevent concatenating global image features
in an overly-duplicated way as in [39], we propose a sim-
ple soft-attention fusion strategy to better aggregate features
across multiple views and attend to different hand parts via
mesh segmentation. The resulting K region-specific fea-
tures fr defined by spectral clustering are fed to our Trans-
former encoder to obtain a coarse mesh representation fc.

Soft-Attention Fusion. Given volumetric features f , we
do not apply any pooling operations to avoid losing spa-
tial information as shown by our experiments (see Table
3). Instead, we propose to aggregate multi-view features
with a soft-attention mask. We first obtain a finer repre-
sentation of f , denoted as f ′ ∈ RN×(H×W )×C , by feed-
ing it through two blocks each comprised of 2D upsam-
pling with bilinear interpolation, 3 × 3 convolution lay-
ers, batch-normalisation [30] and ReLU. The soft-attention
mask M ∈ RN×(H×W )×K is obtained by applying 1) K
1 × 1 convolutional filters to reduce the feature channel of
f ′ to K and 2) spatial soft arg-max which determines the
image-space point of maximal activation in each C. At this
stage, we can compute per-frame features f ′′ ∈ RN×K×C

by f ′′ = MTf ′. We finally obtain region-specific features
fr ∈ RK×C by max-pooling along the second dimension
of f ′′. There are two intuitions to this design: 1) the cor-
responding feature with higher attention weight contributes
more to the final feature representation spatially and 2) max-
pooling allows efficient feature selection across multiple
views and it does not overfit to any multi-camera config-
urations as CNN filters are shared across all views.

Mesh Segmentation via Spectral Clustering. Inspired by
[41], we perform spectral clustering to obtain a 3D mesh
segmentation. Different from [41], we apply the eigen-
decomposition of the graph Laplacian L instead of the affin-
ity matrix (which encodes pairwise point affinities with ex-
ponential kernel), followed by k-means clustering into K
clusters. With this approach, one can efficiently segment
any template model mesh without manual effort. In addi-
tion, as shown in Fig. 3, the segmented mesh does not ex-
hibit clear-cut boundaries, and certain clusters are scattered
throughout the entire surface. This is in spirit similar to
mask vertex modeling occlusions in [39] by encouraging
the transformer to consider other relevant vertex queries.

Transformer Encoder. We now concatenate the C-
dimensional region-specific image features to the corre-
sponding K clusters of the segmented template hand mesh.
The resulting features ft ∈ RV ′×(C+3) 1 are fed into a
multi-layer transformer encoder with progressive dimen-
sionality reduction as described in [39]. The output is a
coarse mesh representation fc ∈ RV ′×F , where F = (C +
3)/2n with n layers of transformer encoder.

Theoretical Motivations. Since there do not exist explicit
coordinate systems as in grid graphs, aligning nodes of
highly irregular graphs in nature is a non-trivial problem.
Recent studies [16, 17, 35] attempted to encode positional
information by leveraging the spectral domain in a way that
nearby nodes have similar values and distant nodes have
different values. This can be achieved as the eigenvectors
of the graph Laplacian can be interpreted as the generalised
concepts of sinusoidal functions of positional encoding in
Transformers [62]. For instance with any given graph, nodes
close to each other can be assigned values of similar posi-
tional features as the smaller the eigenvalue of the graph
Laplacian λi (closer to 0) the smoother the coordinates of
the corresponding eigenvector ui.

3.3. Spectral Graph Decoder

We find that simply relying on fully-connected layers to
upsample meshes to target resolution is insufficient as this
process introduces instability and disruption to the mesh,
even with mesh regularisation loss terms [27] (see Fig. 4).
Therefore, we propose to couple the fully-connected lay-
ers for upsampling with spectral filtering as meshes can be
treated as graph signals fc = (f1, · · · , fV ′) ∈ RV ′×F , i.e.
V ′ vertices with F -dimensional features for batch size of 1.

Spectral Filtering. As spectral graph convolution can be
defined via point-wise products in the transformed Fourier
space, graph signals fc filtered by gθ can then be expressed
as Ugθ(Λ)UT fc where gθ(Λ) is a diagonal matrix with
Fourier coefficients. To ensure that the spectral filter corre-

1+3 refers to the 3D positions of mesh template.
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Figure 3: Illustration of mesh segmentation via spectral
clustering. Here, we have chosen K = 7 clusters and each
has its own color for a single right-handed template mesh.
As shown, there are no rigid boundaries across the mesh. To
prepare inputs ft to transformer, we decrease the size of this
mesh (similarly for left hand) uniformly by a factor of 10
through subsampling, i.e. V ′ = V/10 and concatenate with
the corresponding region-specific features fr.

sponds to a meaningful convolution on the graph, a natural
solution is to parameterise based on the eigenvalues of the
Laplacian. Here we have used the Chebyshev polynomial
parametrisation of gθ(L) for fast computation and readers
are referred to [12] for more details.

Architecture. Similar to [9, 22], our decoder is based
on a hierarchical architecture where the mesh is recov-
ered by using fully-connected and graph convolution lay-
ers for upsampling. We followed [12, 22] to pre-computed
coarse graphs using [14] and used the third-order polyno-
mial in the Laplacian. Given the coarse mesh representation
fc ∈ RV ′×F , the key idea here is to smooth out the F -
dimensional values after upsampling on V ′. Note that the
fundamental difference between this approach and the one
in [9,22] is that they have a hierarchical architecture on both
V ′ and F dimensions, we apply only spectral filtering and
keep F = 3 constant which massively reduces the model
size while maintaining performance (see Table 1).

Discussions. Recall that in Section 3.2, we leverage the
properties of Laplacian eigenvectors to perform spectral
clustering. Here we can interpret from a signal processing
perspective where the Laplacian eigenvectors define signals
that vary smoothly across the graph, with the smoothest sig-
nals indicating the coarse community structure of the mesh.

3.4. Training

Following [39, 40], our model can be trained end-to-end
with L1 losses on 3D mesh vertices and 2D re-projection
using the predicted camera parameters to improve image-
mesh alignment. In addition, we apply an edge length regu-
larisation Ledge [27] to encourage smoothness of the mesh:

Ledge(m) =
1

|EL|
∑
l∈EL

|l2 − µ(E2
L)|, (1)

where EL refers to the set of edge lengths, defined as the L2
norms of all edges and µ(E2

L) is the average of the squared
edge lengths.

3.5. Mesh Refinement at Inference

There are two main approaches in the literature for pro-
ducing realistic mesh reconstruction: learning-based and
optimisation-based methods. Learning-based methods [27,
45] approach the problem by proposing various repulsive
losses that penalise penetration during training. However,
their generalisation ability to other meshes is limited due
to the need for mesh-specific pre-computation. In particu-
lar, they require manual selection of areas of interest (i.e.
fingertips and palm) which does not prevent other forms of
self-penetrations, such as finger-finger. More importantly,
the presence of interpenetration at test time shows that
the model is not able to learn the physical rule implic-
itly [27, 59]. On the other hand, recent optimisation-based
methods [23, 60] leverage contact maps to refine meshes at
inference. However, they rely heavily on accurate contact
map estimations and are sensitive to initialisation as contact
optimisation is local.

Proposed Method. To avoid penetrations, we extend the
repulsion loss from [27] into an optimisation-based strategy
which does not require any form of pre-computation and is
more generalisable to other meshes. To identify hand ver-
tices that contribute to collision, we follow [27,43] and cast
rays from each vertex and count the number of surface inter-
sections. If the number is odd, it indicates penetration. After
obtaining the collision mask MC , we compute the nearest
point in the source mesh m with respect to the set of colli-
sion points. If the point and its nearest corresponding point
have a different normal, we compute their distance as loss.
We minimise this collision loss Lcollision with as-rigid-as-
possible (ARAP) [56] regularisation on the mesh shape:

Lcollision(m,MC) =
∑
v∈V

MC · d(v,V), (2)

where MC = 1v∈Int(V) indicates which vertices belong to
the interior of the mesh and d(v,V) = minv′∈V ∥v − v′∥2
denotes distances from point v′ to set V . We show that our
method is able to remove self-penetration in Fig. 5 and 9.

4. Experiments

Implementation Details. We implement our method in
TensorFlow. We train all parts of the network simultane-
ously with the Adam optimiser [34] using a learning rate
of 10−4 when training on the synthetic dataset and 10−5

when fine-tuning on the real dataset. We use ResNet [28]
pre-trained on ImageNet [54] for our CNN backbone. For
computing region-specific features fr, we set K = 7 and
C = 256.
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Figure 4: Qualitative comparison with METRO [39]. We
show that relying on fully-connected layers to upsample
meshes is inadequate for high-resolution mesh reconstruc-
tion. In contrast, our spectral graph decoder can accurately
capture intricate surface features like nails.

Input Output

Figure 5: Qualitative example of mesh refinement at infer-
ence. More examples are available in Fig. 9.

Synthetic Dataset Creation. A large-scale multi-view ego-
centric dataset with challenging interacting hand motion is
required to train our pipeline. However, existing datasets are
either infeasible for egocentric views or lack variations in
terms of background and lighting conditions, which are cru-
cial for AR/VR applications. In addition, the ground-truth
mesh in [46] contains 5mm fitting error which is sufficient
to cause inaccuracy in hand tracking or misalignment when
interacting with virtual objects. Therefore, it is not suitable
to validate our approach. To this end, we create a new large-
scale synthetic egocentric dataset with two high-fidelity 3D
hand meshes. In particular, we purchase commercial 3D
hand models for both left and right hands. Each of them
contains 4023 vertices and 4008 quad faces. By dividing
each quad into two triangles, they can be decomposed into
8016 triangular faces. The size and textures of the hand

Figure 6: Qualitative examples of our synthetic dataset. The
scenes are rendered with large variations in lighting, texture
and background.

models can vary, and it can also be rigged with 3D joint
locations. We apply photorealistic textures as well as natu-
ral lighting using High-Dynamic-Range (HDR) images. To
create realistic hand motions, we generate 100 poses and in-
terpolate between pairs of these poses randomly over 1000
frame sequences, i.e. pose pair is swapped every 10 frames.
Then, we render hands onto 480 4K backgrounds using the
Cycles renderer [49]. Our synthetic dataset comprises 1M
data points. Each data point consists of 3D annotations for
two hands, rendered in two egocentric views to simulate a
customised camera headset scenario. We divide the entire
dataset into 4 groups and use 25% randomly for testing and
provide additional image examples in Fig. 6.

Real Dataset Collection. Our real hand data is captured
from a multi-view stereo system with 18 synchronised
Z-Cams. We build a NeRF-based [4, 48] reconstruction
pipeline that simultaneously reconstructs and disentangles
the foreground and the background, from which a mesh-
ing module extracts hand meshes as ground-truth target
mesh. We then apply a mesh and tetrahedral registration ap-
proach [55] that registers a template hand model [64] to get
a well-registered mesh for each reconstruction.

Baselines. We compare with the state-of-the-art
transformer-based architecture METRO [39] that is
explicitly designed for human body mesh reconstruc-
tion. We follow their official implementation and use
3 transformer encoder layers. We attempted to include
other strong baselines to compare with. However, given
our challenging multi-view settings on reconstructing
high resolution two-hand meshes, existing methods are
constrained by either 1) relying on intermediate 3D pose
supervision [9,44] or 2) directly regressing a low resolution
parametric hand model [2, 5, 27, 59, 67]. In addition, the
direct extension of METRO [39], Mesh Graphormer [40], is
infeasible to extend to multi-view settings as they tokenised
volumetric features which increases the computational
complexity of each transformer layer quadratically [8].
Therefore, by considering that the performance gain is
minor, we pick METRO [39] as a strong baseline and study
in-depth. We provide more details about the baselines in
the supplementary materials.



Table 1: Error rates on our synthetic dataset. Parametric
baseline is trained and tested on right hand only. Our pro-
posed method achieves strong performance with less than
half the METRO model size.

Hand error # Params

Parametric baseline 24.5 40.9M
METRO [39] 7.09 116.1M

Ours (w/o graph decoder) 3.72 75.2M
Ours 1.38 58.3M

Table 2: Error rates (in mm) on FreiHAND.

METRO [39] Graphormer [40] Ours

PA-MPVPE ↓ 6.7 5.9 5.5
PA-MPJPE ↓ 6.8 6.0 5.6

Evaluation Metric. We report the Mean-Per-Vertex-Error
(MPVE) in mm to evaluate the hand reconstruction error.
MPVE measures the mean Euclidean distances between the
ground-truth vertices and the predicted vertices.

Quantitative Comparison. We perform a quantitative
comparison for the two-hand reconstruction task on our
synthetic dataset. As previously mentioned, comparing with
other methods is not straightforward since the majority of
existing methods focus on single-view settings. We ex-
tend METRO [39] to the multi-view setting by applying
max-pool to image features and concatenating them with
vertex queries. For fair comparisons, we share the same
hyperparameter setting for the multi-layer transformer en-
coder and report the results in Table 1. In this experiment,
we downsample the template hand mesh by 10 times. To
provide more context regarding the difficulty of our syn-
thetic dataset, we also experiment on a parametric base-
line. We create a parametric hand model which uses the
200-dimensional PCA (principal component analysis) sub-
space from 25% of the training data. We use ResNet-50 as
the backbone for all models in Table 1 and the paramet-
ric baseline has an MLP head to predict the input param-
eters to recover the hand mesh. Our method significantly
outperforms both baseline methods with less than half the
model size of METRO. We show that our soft-attention fea-
ture fusion strategy coupled with mesh segmentation using
spectral clustering can effectively reduce the feature chan-
nel size from 2048 to 256 without performance drop. In ad-
dition, the performance of the parametric baseline is in-line
with existing single-hand benchmarks. Lastly, we report re-
sults on single-view benchmark FreiHAND [67] in Table 2.

Ablation Study. To motivate our design choices, we present
a quantitative evaluation of our method with various compo-
nents disabled. We validate that each of our proposed tech-
nical component contributes meaningfully.

Table 3: Performance of different multi-view fusion strate-
gies. We report hand error for both settings. K refers to the
number of clusters for template hand mesh. Note that we do
not include spectral filtering in the graph decoder here.

Single-view Multi-view

METRO [39] 10.87 -
METRO [39] + avg. pool - 8.71
METRO [39] + max pool - 7.09

Ours (K = 1) - 6.59
Ours (K = 4) - 4.79
Ours (K = 7) - 3.72

Table 4: Ablations on multi-view feature fusion. We report
hand error on 3 experimental settings ((a)-(c)) with different
feature fusion strategies. We keep the same transformer and
spectral graph decoder for all fusion strategies.

(a) (b) (c)

Direct concatenation 11.3 13.9 14.7
Max pool 9.3 11.2 12.5
Soft-attention + max pool 6.7 7.2 7.4

Table 5: Ablations of different spectral filters.

ggau glap gcheb3 gcheb4 gcheb5 gcheb6

Hand error 1.56 1.45 1.38 1.47 1.38 1.39

Effects of Multi-View Feature Fusion. Table 3 shows the
results of varying number of spectral clusters K (full re-
sults in supp.). The combination of soft-attention fusion and
mesh segmentation consistently improves the performance.
As our synthetic dataset contains only two views, we further
verify our multi-view fusion strategy on more challenging
viewing angles captured in our real dataset. We also demon-
strate that our method does not overfit to camera setup when
tested on unseen camera views in Table 4. In these experi-
ments, we divide the 18 camera views into 2 groups, i.e. the
first group contains the first 15 camera views and the second
group contains the last 3 unseen camera views for evalua-
tion. Note that the evaluation group contains the only ego-
centric view. We consider 3 experimental settings by vary-
ing number of camera views present in the training data: (a)
15 views, (b) 6 views and (c) 3 views in Table 4.

Effects of Spectral Filters. We experiment with three
commonly-used spectral filters: Gaussian ggau, Laplacian
glap and Chebyshev filters gcheb with varying order of poly-
nomials in Table 5. We provide implementation details and
additional qualitative examples in the supplementary. We
choose gcheb for efficiency and do not find increasing order
of polynomials improves performance further.



Figure 7: Qualitative examples on our synthetic dataset. Our model shows robustness to various extreme self-occlusions (left),
lighting conditions (middle) and scenes (right). Fine mesh reconstruction details are well-preserved in all scenarios.

Table 6: Ablations of different backbones and hyperparam-
eters. We denote Pcnn and Ptotal to be the number of pa-
rameters for CNN backbone and total model, respectively.

Backbone Pcnn V ′ C Error Ptotal

ResNet-50 23.5M 804 256 1.38 58.3M
EfficientNet-B0 5.3M 160 256 4.12 42.8M
EfficientNet-B0 5.3M 160 128 4.96 37.8M
EfficientNet-B0 5.3M 80 64 6.89 34.2M

Figure 8: Training examples of our real dataset (top) and
3D hand mesh estimation results on in-the-wild image (bot-
tom). The resulting mesh contains 3745 vertices.

Synthetic to Real Transfer. Large-scale synthetic dataset
can be used to pre-train models in the absence of suitable
real datasets. In the following, we demonstrate a use case of
deploying our pre-trained model which was trained on syn-
thetic data to general real images. First, we train on a sub-
set of our real dataset and freeze all part of the pre-trained
model except CNN backbone. As the registered meshes
for our real dataset have a different mesh topology, we
drop the pink cluster of our original template mesh (shown
in Fig. 3) before training. This approach is analogous to

MANO-based 3D hand mesh estimation methods [2,5] and
has been demonstrated in [45]. We show that our model can
generalise to in-the-wild-images in Fig. 8.

Model Compression. We are interested in finding the min-
imal size to which model can be compressed while main-
taining the METRO baseline performance in Table 1. First,
we perform computational complexity analysis on the self-
attention layer in the Transformer encoder. There are two
key steps to compute self-attention: 1) linear projection to
C-dimensional query, key and value matrices from V ′ ver-
tex queries requires O(V ′C2) and softmax operation for
layer output requires another O(V ′2C). The total compu-
tational complexity of each transformer layer is therefore
quadratic no matter whether V ′ or C dominates. Recall that
as we uniformly subsample template hand meshes by 10
times to obtain V ′ = 804 and C is empirically set to 256
in earlier sections, V ′ contributes more to overall complex-
ity as it is dominantly larger. In the following experiments,
we gradually decrease V ′ before C while using a variant of
EfficientNet [57]. We present main results in Table 6, while
full results are provided in the supplementary.

5. Conclusion
In this paper, we have proposed a novel spectral graph-

based transformer framework which reconstructs high-
fidelity two-hand meshes from egocentric views. The main
idea behind this study was to demonstrate that the funda-
mental properties of the graph Laplacian from the spec-
tral graph theory can be applied to a Transformer. We have
shown that our multi-view feature fusion strategy is most ef-
fective when coupled with mesh segmentation using spec-
tral clustering. We further present spectral filtering and an
optimisation-based refinement to reconstruct more physi-
cally plausible meshes. Our framework is general and can
be extended to other multi-view reconstruction tasks.
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Figure 9: Additional qualitative examples of mesh refinement at inference. Our optimisation-based strategy shows robustness
to various hand poses. We present failure cases when self-penetration is highly complex in the supplementary materials.
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