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ADJOINT BRASCAMP–LIEB INEQUALITIES

JONATHAN BENNETT AND TERENCE TAO

Abstract. The Brascamp–Lieb inequalities are a generalization of the Hölder, Loomis–
Whitney, Young, and Finner inequalities that have found many applications in harmonic
analysis and elsewhere. In this paper we introduce an “adjoint” version of these inequal-
ities, which can be viewed as an Lp version of the entropic Brascamp–Lieb inequalities
of Carlen and Cordero–Erausquin. As applications, we reprove a log-convexity property
of the Gowers uniformity norms, and establish some reverse Lp inequalities for various
tomographic transforms. We conclude with some open questions.

Contents

1. Introduction 1
1.1. Adjoint Brascamp–Lieb inequalities 3
1.2. Acknowledgments 7
2. Adjoint Loomis–Whitney inequalities and the Gowers uniformity norms 7
3. Upper bounds for adjoint Brascamp–Lieb constants 13
4. Calculating adjoint Brascamp–Lieb constants for gaussians and subspaces 15
5. Connections with entropic Brascamp–Lieb inequalities 19
6. Strict inequality in the lower bound 24
7. Strict inequality in the upper bound 26
8. Lower bounds for tomographic transforms 30
9. Nonlinear analogues 38
10. Open questions 41
References 41

1. Introduction

The Brascamp–Lieb inequalities [20] (also known as the Hölder–Brascamp–Lieb inequal-
ities) are a fundamental family of inequalities in analysis, generalizing such classical in-
equalities as Hölder’s inequality, the Loomis–Whitney inequality [44], Young’s inequality,
and Finner’s inequality [35]. They have had many recent applications in harmonic analysis,
most notably in establishing Vinogradov’s mean value conjecture via decoupling inequal-
ities [18]; see [53] for a recent survey of these developments. The algorithmic aspects of
these inequalities are also related to operator scaling [36], and there are numerous general-
izations of the inequalities to other contexts, such as nonlinear inequalities (see e.g., [12])
or to more general quivers [25], as well as a reverse form of the Brascamp–Lieb inequalities
due to Barthe [5].

One can study Brascamp–Lieb inequalities in both continuous and discrete settings:
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2 J. Bennett and T. Tao

Definition 1.1 (Continuous Brascamp–Lieb constants). For any surjective linear maps
Bi : R

d → R
di between Euclidean spaces and exponents ci > 0 for i = 1, . . . , k, define the

Brascamp–Lieb constant 0 < BL(B, c) ≤ ∞ to be the best constant for which one has the
Brascamp–Lieb inequality

(1.1)

∫

Rd

k∏

i=1

f ci
i ◦Bi ≤ BL(B, c)

k∏

i=1

(∫

Rdi

fi

)ci

for non-negative integrable fi : R
di → R (where B := (B1, . . . , Bk) and c := (c1, . . . , ck)).

We refer to the pair (B, c) as a (continuous) Brascamp–Lieb datum.
We define the gaussian Brascamp–Lieb constant BLg(B, c) similarly, but with the fi

restricted to be (centred) gaussians fi(xi) = Cie
−π〈Aixi,xi〉 for some Ci > 0 and positive

definite Ai.

Of course, the requirement of non-negativity in (1.1) can be dropped by inserting ab-
solute values around the fi on both sides.

Definition 1.2 (Discrete Brascamp–Lieb constants). For any homomorphisms Bi : G →

Gi between discrete abelian groups obeying the non-degeneracy condition that
⋂k

i=1 kerBi

is finite, and exponents ci > 0 for i = 1, . . . , k, define the Brascamp–Lieb constant 0 <
BL(B, c) ≤ ∞ to be the best constant for which one has the Brascamp–Lieb inequality

(1.2)
∑

G

k∏

i=1

f ci
i ◦Bi ≤ BL(B, c)

k∏

i=1

(∑

Gi

fi

)ci

for non-negative absolutely summable fi : Gi → R, where
∑

G f is shorthand for
∑

x∈G f(x).
We refer to the pair (B, c) as a (discrete) Brascamp–Lieb datum.

We define the subgroup Brascamp–Lieb constant BLs(B, c) similarly, but with the fi
restricted to be indicator functions of finite subgroups of Gi.

Note that if
⋂k

i=1 kerBi is infinite then BL(B, c) will also be infinite, as may be seen
by setting all the fi to be Kronecker delta functions at the origin; the adjoint Brascamp–
Lieb constant ABLs(B, c, θ, p) defined in Definition 1.10 below will similarly be infinite for
0 < p < 1. Thus there is little to be lost by imposing the stated non-degeneracy condition.

Example 1.3 (Hölder’s inequality). If
∑k

i=1 ci = 1 then necessarily di = d for all i and
the surjections Bi become invertible. The natural changes of variables then convert (1.1)

and (1.2) to classical k-linear Hölder inequalities. This yields BL(B, c) =
∏k

i=1(detBi)
−ci

and BL(B, c) = 1 in the continuous and discrete settings respectively.

Example 1.4 (The Loomis–Whitney inequality). Of particular importance to our appli-
cations in Sections 2 and 8 is the Loomis–Whitney inequality, which has its origins in [44].
This may be formulated in both the continuous and discrete settings. On R

d it states that

∫

Rd

d∏

i=1

fi(x1, . . . , x̂i, . . . , xd)
1

d−1dx ≤

d∏

i=1

(∫

Rd−1

fi

) 1
d−1

(1.3)

for all measurable functions f1, . . . , fd : Rd−1 → R+. Here we use ̂ to denote omission.
The underlying linear map Bix := (x1, . . . , x̂i, . . . , xd) may be identified with the orthog-
onal projection Pei : R

d → 〈ei〉
⊥, at which point (1.3) becomes the manifestly geometric
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inequality
∫

Rd

d∏

i=1

fj(Peix)
1

d−1dx ≤
d∏

i=1

(∫

〈ei〉⊥
fi

) 1
d−1

for all measurable fi : 〈ei〉
⊥ → R+. We refer to Section 2 for a detailed discussion of the

Loomis–Whitney inequality along with its generalization by Finner [35].

Example 1.5 (Young’s convolution inequality on R). The sharp Young’s convolution
inequality established in [9] and [20] may be interpreted as the Brascamp–Lieb inequality

∫

R2

f1(x)
c1f2(y)

c2f3(x− y)c3dxdy ≤

(
3∏

i=1

(1− ci)
1−ci

ccii

) 1
2 (∫

R

f1

)c1 (∫

R

f2

)c2 (∫

R

f3

)c3

where 0 ≤ c1, c2, c3 ≤ 1 satisfy c1 + c2 + c3 = 2.

Of particular importance to the theory of Brascamp–Lieb constants is the celebrated
result of Lieb [42] (see also [20] for the rank one case), which states that

(1.4) BL(B, c) = BLg(B, c)

for any continuous Brascamp–Lieb datum (B, c). The discrete analogue

(1.5) BL(B, c) = BLs(B, c)

of Lieb’s theorem for any discrete Brascamp–Lieb datum (B, c) was obtained by Christ
[27] (see [29] for further discussion of the torsion-free case, where BL(B, c) is equal to 1 if
it is finite).

There are many further useful results on Brascamp–Lieb constants, including character-
isations of the data for which they are finite, and for which gaussian extremizers exist; we
refer the interested reader to [14] and the references there in the first instance. One of the
striking features of the theory is the effectiveness of the heat flow monotonicity method
(semigroup interpolation) in the context of continuous Brascamp–Lieb inequalities – see
[22], [14]. As we shall see, the role played by gaussians is rather less fundamental in the
setting of the adjoint Brascamp–Lieb inequalities that we introduce next.

1.1. Adjoint Brascamp–Lieb inequalities. In this paper we study “adjoint” versions
of continuous and discrete Brascamp–Lieb inequalities. To state these adjoint formula-
tions, we need the notion of a pushforward. If B : G → H is a homomorphism between two
discrete abelian groups, we can define the pushforward B∗f : H → R

+ of any absolutely
summable function f : G → R

+ by the formula

B∗f(h) :=
∑

g∈B−1({h})

f(g),

or equivalently that ∑

h∈H

B∗f(h)F (h) =
∑

g∈G

f(g)F ◦B(g)

for all F : H → R
+. In a similar vein, if B : Rd → R

d′ is a surjective linear map, we can
define the pushforward B∗f : R

d′ → R
+ of an absolutely integrable function f : Rd → R

+

by requiring that

(1.6)

∫

Rd′
B∗f(y)F (y) dy =

∫

Rd

f(x)F ◦B(x) dx
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for all measurable F : Rd′ → R
+. More explicitly, it follows from a routine change of

variables and the Fubini–Tonelli theorem that

(1.7) B∗f(y) =
1√

det(BB∗)

∫

B−1({y})
f(x) dx

where the integral on the right-hand side is with respect to surface measure on the d− d′-
dimensional affine subspace B−1({y}) of Rd. We clarify that if BB∗ is the identity on R

d′

then B∗f may be interpreted as a marginal of f with respect to some orthonormal basis
of Rd.

We now introduce the following adjoint versions of the continuous and discrete Brascamp–
Lieb constants:

Definition 1.6 (Continuous adjoint Brascamp–Lieb constants). For i = 1, . . . , k, let
Bi : R

d → R
di be surjective linear maps between Euclidean spaces, θi > 0, ci > 0, and

0 < p ≤ 1 with θ1 + · · · + θk = 1. Define 0 < pi ≤ 1 by the formula

(1.8) ci

(
1−

1

p

)
= θi

(
1−

1

pi

)
.

Let ABL(B, c, θ, p) denote the best constant such that the adjoint Brascamp–Lieb inequal-
ity

(1.9) ‖f‖Lp(Rd) ≤ ABL(B, c, θ, p)

k∏

i=1

‖(Bi)∗f‖
θi
Lpi (Rdi )

holds for any non-negative f : Rd → R. Define ABLg(B, c, θ, p) similarly, but with f
restricted to be (centred or uncentred) gaussians.

Remark 1.7. The condition θ1+ · · ·+θk = 1 is needed in order for the adjoint Brascamp–
Lieb inequality (1.9) to be homogeneous in f . The condition (1.8) does not actually
constrain the exponents p, pi, θi appearing in (1.9) (except in the endpoint case p = 1)
since it can be viewed as a formula for the parameters ci; instead, it determines which
Brascamp–Lieb inequality the adjoint inequality (1.9) is associated with. It is irrelevant
to the definition of ABLg(B, c, θ, p) whether we require f to be a centred gaussian f(x) =

Ce−π〈Ax,x〉 or an uncentred gaussian f(x) = Ce−π〈A(x−x0),(x−x0)〉, since the inequality (1.9)
is translation-invariant.

Remark 1.8. There are some simple degenerate situations in which (1.9) is an identity,
the simplest being when p = 1. In this case we have pi = 1 for all i by (1.8), and since
pushforward preserves L1 norms, we have ABLg(B, c, θ, p) = 1 and identical equality in
(1.9). Similarly, if c = θ, then pi = p for all i by (1.8), and since Bj is invertible (see
Example 1.3), we have (Bi)∗f = (detBi)

−1f for each i by (1.7). This also yields identical
equality in (1.9) with the appropriate choice of constant ABL(B, c, θ, p). In all other cases
(1.9) ceases to be an identity.

Remark 1.9. In general one cannot expect to be able to bound ‖f‖p from above in terms
of (nontrivial) pushforwards (Bi)∗f for any p > 1. For example, suppose that di < d
for all j, and select a codimension-1 subspace V of Rd that is transverse to kerBi (i.e.

does not contain kerBi) for every i, and let f(x) = dist(x, V )−1/p on the unit ball, and
zero elsewhere. Evidently f 6∈ Lp, while if p > 1 then (Bi)∗f is bounded and compactly
supported. In particular, (Bi)∗f ∈ Lq for any q. As may be expected, if p > 1 a reverse
form of the adjoint Brascamp–Lieb inequality (1.9) is available – see Section 3.
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Definition 1.10 (Discrete adjoint Brascamp–Lieb constants). For i = 1, . . . , k, let Bi :

G → Gi be homomorphisms between discrete abelian groups with
⋂k

i=1 kerBi finite, θi > 0,
ci > 0, and 0 < p ≤ 1 with θ1 + · · · + θk = 1. Define pi by the formula (1.8). Let
ABL(B, c, θ, p) denote the best constant such that the adjoint Brascamp–Lieb inequality

‖f‖ℓp(G) ≤ ABL(B, c, θ, p)
k∏

i=1

‖(Bi)∗f‖
θi
ℓpi (Gi)

holds for any non-negative measurable f : Rd → R. Define ABLs(B, c, θ, p) similarly, but
with f restricted to be the indicator function of a finite subgroup H of G.

We now give our main results relating adjoint Brascamp–Lieb constants to forward
Brascamp–Lieb constants.

Theorem 1.11 (Main theorem, continuous case). Let Bi, θi, ci, p, d, di, pi for i = 1, . . . , k
be as in Definition 1.6. Then

c(c, θ,d, p)BL(B, c)
1
p
−1 = ABLg(B, c, θ, p) ≤ ABL(B, c, θ, p) ≤ BL(B, c)

1
p
−1

where d := (d, d1, . . . , dk) and

(1.10) c(c, θ,d, p) := p
− d

2p

k∏

i=1

p
θidi
2pi
i .

Here we adopt the convention that 00 = ∞0 = 1.

Remark 1.12. It is possible to pass from the adjoint Brascamp–Lieb inequality

(1.11) ‖f‖Lp(Rd) ≤ BL(B, c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

of Theorem 1.11 back to the Brascamp–Lieb inequality (1.1) by taking a limit as p →
0. To see this let f be the indicator function of a measurable set Ω and observe that
supp((Bi)∗f) ⊆ BiΩ. Letting p → 0, which forces pi → 0 by (1.8), the adjoint inequality
(1.11) becomes

(1.12) |Ω| ≤ BL(B, c)

k∏

i=1

|BiΩ|
ci .

This is simply the Brascamp–Lieb inequality (1.1) applied with fi = 1BiΩ, which is easily
seen to be equivalent to (1.1) for general indicator functions f1, . . . , fk. Finally, an appli-
cation of the tensor power trick (see [16], or Section 5 for a similar argument) allows one to
upgrade (1.1) from indicator functions to general functions. We remark that since push-
forwards of indicator functions are typically far from being indicator functions themselves,
the adjoint Brascamp–Lieb inequality (1.11) is not readily interpreted as a functional form
of (1.12) for any p > 0. It is interesting to contrast (1.11) with the functional forms of
(1.12) in [1, Section 4].

Remark 1.13. A rather different limiting argument (as p → 1 now) provides an alter-
native passage from (1.11) back to (1.1) via the entropic Brascamp–Lieb inequalities (or
generalized entropy subadditivities) of Carlen and Cordero–Erausquin [24]; see Section 5.
It was pointed out to us by Tom Courtade, and independently by Shohei Nakamura and
Hiroshi Tsuji, that the adjoint Brascamp–Lieb inequalities (1.9) actually have an entropic
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formulation for every p < 1. Specifically, on taking logarithms and applying (1.8), the
adjoint Brascamp–Lieb inequalities (1.9) become

(1.13) hp(f) ≤

k∑

i=1

cihpi((Bi)∗f) +
p

1− p
log ABL(B, c, θ, p))

where hp(f) :=
p

1−p log ‖f‖p is the Rényi entropy of order p. Theorem 1.11 provides the

uniform bound p
1−p log ABL(B, c, θ, p)) ≤ log BL(B, c), from which the entropic Brascamp–

Lieb inequalities of Carlen and Cordero–Erausquin are seen to follow in the p = 1 limit.
We refer to [46] and the references there for some related inequalities involving the Rényi
entropy. Similar remarks may be made in the discrete setting and are left to the interested
reader.

Remark 1.14. An analysis of the expression (1.10) reveals that c(c, θ,d, p) = 1 if and
only if p = 1 or c = θ. As discussed in Remark 1.8, in these degenerate cases (1.9) is an
identity, and so evidently ABLg(B, c, θ, p) = ABL(B, c, θ, p). As we shall see in Section
6, there is strict inequality here in all other cases. This is in stark contrast with Lieb’s
theorem, which states that BLg(B, c) = BL(B, c) for all data.

Theorem 1.15 (Main theorem, discrete case). Let Bi, θi, ci, p,G,Gi, pi for i = 1, . . . , k be
as in Definition 1.10. Then

ABLs(B, c, θ, p) = ABL(B, c, θ, p) = BL(B, c)
1
p
−1

.

Combining Theorem 1.11 with Lieb’s theorem (1.4) and the finiteness theorem from
[14, Theorem 1.13] (or [15, Theorem 2.1]) we conclude

Corollary 1.16 (Finiteness criterion, continuous case). Let (B, c) be a continuous Brascamp–
Lieb datum, let 0 < p < 1, and let θ1, . . . , θk > 0 be real numbers summing to 1. Then the
following are equivalent:

(i) BL(B, c) is finite.
(ii) BLg(B, c) is finite.
(iii) ABL(B, c, θ, p) is finite.
(iv) ABLg(B, c, θ, p) is finite.
(v) One has

dim(V ) ≤
k∑

i=1

ci dim(BiV ),

for every subspace V of Rd, with equality when V = R
d.

Similarly, by combining Theorem 1.15 with the discrete Lieb theorem (1.5) and the
finiteness theorem from [15, Theorem 2.4], we have

Corollary 1.17 (Finiteness criterion, discrete case). Let (B, c) be a discrete Brascamp–
Lieb datum, let 0 < p < 1, and let θ1, . . . , θk > 0 be real numbers summing to 1. Then the
following are equivalent:

(i) BL(B, c) is finite.
(ii) BLs(B, c) is finite.
(iii) ABL(B, c, θ, p) is finite.
(iv) ABLs(B, c, θ, p) is finite.
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(v) One has

rank(V ) ≤
k∑

i=1

ci rank(BiV ),

for every subgroup V of G.

The inequalities in Theorem 1.11 are strict in general; we discuss this phenomenon
further in Sections 6 and 7. One may also take adjoints of further variants of the Brascamp–
Lieb inequalities, such as the nonlinear Brascamp–Lieb inequalities; see Section 9.

In Section 2 we present the simpler special case of adjoint Loomis–Whitney inequal-
ities, which are already of interest. As one application of these inequalities we reprove
a log-convexity property of the Gowers uniformity norms that was previously observed
by Shkredov [50] and Manners [45]. In a further application we obtain some reverse Lp

inequalities for tomographic transforms such as the X-ray transform in Section 8. Sec-
tions 3 and 4 are then devoted to establishing Theorems 1.11 and 1.15 in full generality.
In Section 5 we explore the connections between the adjoint Brascamp–Lieb inequalities
(1.11) and the entropic Brascamp–Lieb inequalities of Carlen and Cordero-Erausquin [24].
Finally, in Section 10 we pose some questions.

Remark 1.18. The adjoint Brascamp–Lieb inequalities presented here are one of sev-
eral “dual” formulations of the Brascamp–Lieb inequalities in the literature. As we have
seen in Remark 1.13 (see also Section 5), its closest relatives are the entropic Brascamp–
Lieb inequalities of Carlen and Cordero-Erausquin [24], which may be viewed as certain
Legendre duals of the Brascamp–Lieb inequalities. A rather different duality involving
factorization has recently been developed by Carbery, Hänninen and Valdimarsson [21],
which has the virtue of also applying to the so-called Kakeya–Brascamp–Lieb inequali-
ties (of which Guth’s endpoint multilinear Kakeya inequality [39] is an example); see also
[11]. Barthe’s reverse Brascamp–Lieb inequality [5] is a further manifestation of (convex)
duality that appears to have no obvious direct connection to ours. The inverse Brascamp–
Lieb inequalities of Barthe and Wolff [7] have some similarities with the reverse adjoint
Brascamp–Lieb inequalities presented in Section 3, although no substantial connection
is found. Somewhat further afield, there is a notion of a (Fourier) dual Brascamp–Lieb
datum in [17] that allows one Brascamp–Lieb inequality to be traded for another.

1.2. Acknowledgments. The first author is supported by EPSRC grant EP/W032880/1.
The second author is supported by NSF grant DMS-1764034 and by a Simons Investigator
Award. We thank Tony Carbery, Eric Carlen, Tom Courtade, Alex Koldobsky, Freddie
Manners, Shohei Nakamura, Ron Peled and Hiroshi Tsuji for useful comments.

2. Adjoint Loomis–Whitney inequalities and the Gowers uniformity norms

We begin by demonstrating the process of taking adjoints of a multilinear inequality in
a simple case, establishing the adjoint of the well-known Loomis–Whitney inequality [44]
discussed in Example 1.4.

Theorem 2.1. Let (Ωi, µi) be measure spaces for i = 1, . . . , d.

(i) (Loomis–Whitney inequality) If fi :
∏

1≤j≤d;j 6=iΩj → R
+ is a measurable function

for i = 1, . . . , d, then
∫
∏d

j=1 Ωj

d∏

i=1

fi(x1, . . . , x̂i, . . . , xd) dµ1(x1) . . . dµd(xd) ≤
d∏

i=1

‖fi‖Ld−1(
∏

1≤j≤d:j 6=i Ωi),
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where
∏

1≤j≤d:j 6=iΩi is endowed with the product measure
∏

1≤j≤d:j 6=i µi.

(ii) (Adjoint Loomis–Whitney inequality) If f :
∏

1≤j≤dΩj → R
+ is a measurable func-

tion, 0 < p ≤ 1, and θ1, . . . , θd > 0 are such that

(2.1)

d∑

i=1

θi = 1,

then

(2.2) ‖f‖Lp(
∏d

j=1 Ωj)
≤

d∏

i=1

‖fi‖
θi
Lpi (

∏

1≤j≤d:j 6=i Ωi)
,

where pi is defined by the equation

(2.3)
1

d− 1

(
1−

1

p

)
= θi

(
1−

1

pi

)

and

fi(x1, . . . , x̂i, . . . , xd) :=

∫

Ωi

f(x1, . . . , xd) dµi(xi)

is the ith marginal of f . For instance, setting all the θi equal to
1
d , we have

(2.4) ‖f‖Lp(
∏d

j=1 Ωj)
≤

d∏

i=1

‖fi‖
1
d

L
p(d−1)
d−p (

∏

1≤j≤d:j 6=i Ωi)

for all 0 < p ≤ 1.
(iii) (Equality) If in (ii) one has p < 1, and the two sides of (2.2) are finite and non-

zero, then equality holds in (2.2) if and only if there exist measurable subsets Ej of

Ωj of positive finite measure for 1, . . . , d such that f(x1, . . . , xd) = c
∏d

j=1 1Ej (xj)

for almost all (x1, . . . , xd) ∈
∏d

j=1Ωj and some c > 0.

Proof. One can establish (i) by induction and Hölder’s inequality: see for instance [35,
Corollary 2.1]. To prove (ii), we may assume that the factors on the right-hand side of
(2.2) are positive and finite, since the claim is trivial otherwise.

If we write gi := f
pi

d−1

i , we see from (2.3) that

fpi
i = fig

− 1−p
θip

i

whenever fi 6= 0, and thus
∫
∏

1≤j≤d:j 6=i Ωj

fig
− 1−p

θip

i

∏

1≤j≤d:j 6=i

dµj = ‖fi‖
pi
Lpi (

∏

1≤j≤d:j 6=i Ωi)
,

with the understanding that the integrand vanishes when fi = 0. By the Fubini–Tonelli
theorem, we conclude that
(2.5)∫

∏

1≤j≤d Ωj

f(x1, . . . , xd)gi(x1, . . . , x̂i, . . . , xd)
− 1−p

θip
∏

1≤j≤d

dµj(xj) = ‖fi‖
pi
Lpi (

∏

1≤j≤d:j 6=i Ωi)
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for all i = 1, . . . , d (again with the convention that the integrand vanishes when f = 0).
On the other hand, from Part (i) (with fi replaced by gi) we have

(2.6)

∫
∏

1≤j≤d Ωj

d∏

i=1

gi(x1, . . . , x̂i, . . . , xd)
∏

1≤j≤d

dµj(xj) ≤

d∏

i=1

‖fi‖
pi

d−1

Lpi (
∏

1≤j≤d:j 6=i Ωi)
.

Applying Hölder’s inequality (raising (2.5) to the power θip and (2.6) to the power 1− p,
which is permitted thanks to (2.1)) one obtains

∫
∏

1≤j≤d Ωj

fp
∏

1≤j≤d

dµj ≤
d∏

i=1

‖fi‖
θippi+(1−p)

pi
d−1

Lpi (
∏

1≤j≤d:j 6=i Ωi)
.

From (2.3) and some algebra we see that

θippi + (1− p)
pi

d− 1
= ppi

(
θi −

1

d− 1

(
1−

1

p

))
= ppi

(
θi − θi

(
1−

1

pi

))
= θip,

giving the desired inequality.
Now we prove (iii). The “if” part of the implication follows from the Fubini–Tonelli

theorem and a routine computation, so we focus on the “only if” direction. We must
have equality in (2.6). Applying [35, Theorem 2.1], we see that each of the gi have a
tensor product structure gi(x1, . . . , x̂i, . . . , xd) =

∏
j 6=i hij(xj) almost everywhere for some

measurable functions hij : Ωj → R
+. On the other hand, since the final application of

Hölder’s inequality in (ii) must also hold with equality, we see that fp is a scalar multiple

of
∏d

i=1 gi, thus f also has a tensor product structure

f(x1, . . . , xd) =

d∏

j=1

hj(xj)

almost everywhere for some measurable functions hj : Ωj → R
+, which we can take to be

in Lp and not zero almost everywhere. By the Fubini–Tonelli theorem the inequality (2.2)
is then the product of the d inequalities

‖hj‖Lp(Ωj) ≤ ‖hj‖
θj
L1(Ωj)

∏

i 6=j

‖hj‖
θi
Lpi (Ωj)

,

for j = 1, . . . , d, each of which follows from Hölder’s inequality since

θj
1

+
∑

i 6=j

θi
pi

= 1 +
∑

i 6=j

θi

(
1

pi
− 1

)
= 1 +

∑

i 6=j

1

d− 1

(
1

p
− 1

)
=

1

d

thanks to (2.1) and (2.3). Since p 6= 1, we may apply the converse of Hölder’s inequality
and conclude that each hj is a constant multiple of an indicator function 1Ej with Ej of
finite positive measure, from which the claim readily follows. �

Remark 2.2. In the case Ωj = R
dj when the Ωj are Euclidean spaces with Lebesgue

measure, the deduction of Theorem 2.1(ii) from Theorem 2.1(i) is a special case of Theorem
1.11. If instead the Ωj are discrete abelian groups with counting measure, the deduction
is similarly a special case of Theorem 1.15.
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Remark 2.3. The Loomis–Whitney inequality was generalized by Finner [35] as follows.
With the notation of Theorem 2.1, suppose that we have a family S1, . . . , Sk of non-empty
subsets of {1, . . . , d} and exponents q1, . . . , qk ≥ 1 such that

k∑

i=1

1

qi
1Si(j) = 1

for all j = 1, . . . , d. Setting ΩSi
:=
∏

j∈Si
Ωj with the product measure µSi

:=
∏

j∈Si
µj ,

and taking any non-negative fi : ΩSi → R
+, the Finner inequality asserts that

∫
∏d

j=1 Ωj

k∏

i=1

fi ◦ πi

d∏

j=1

dµj ≤

k∏

i=1

‖fi‖Lqi (ΩSi
),

where πi :
∏d

j=1Ωi → ΩSi are the projection maps. Applying the same adjoint procedure

used to prove Theorem 2.1, one can conclude that If f :
∏

1≤j≤dΩj → R+ is measurable,
0 < p ≤ 1, and θ1, . . . , θk > 0 sum to 1, then

(2.7) ‖f‖Lp(
∏d

j=1 Ωj)
≤

k∏

i=1

‖π∗
i f‖

θi
Lpi(ΩSi

),

where the exponent pi is defined by the formula

1

qi

(
1−

1

p

)
= θi

(
1−

1

pi

)

and (πi)∗ is the pushforward operator

(πi)∗f((xj)j∈Si) :=

∫
∏

1≤j≤d:j 6∈Si
Ωj

f((xj)
d
j=1)

∏

1≤j≤d:j 6∈Si

dµj .

We leave the verification of (2.7) to the interested reader. Again, this is a special case
of Theorem 1.11 or Theorem 1.15 when the Ωj are Euclidean spaces or discrete abelian
groups respectively. The situation in Theorem 2.1 corresponds to the case when k = d,
Si = {1, . . . , d}\{i}, and qi =

1
d−1 .

We now give an application of this adjoint Loomis–Whitney inequality to the Gowers
uniformity norms [37]. Let (G,+) be a locally compact abelian group with a Haar measure
µ. For any non-negative measurable function f : G 7→ R

+ and any d ≥ 1, we define the
Gowers uniformity norm1 ‖f‖Ud(G) by the formula

‖f‖Ud(G) :=

(∫

Gd+1

∆h1 . . .∆hd
f(x) dµ(x)dµ(h1) . . . dµ(hd)

)1/2d

,

where ∆h denotes the multiplicative derivative

∆hf(x) := f(x+ h)f(x).

One can also define these norms for complex-valued f (if we replace f(x + h)f(x) by

f(x+ h)f(x) in the definition of ∆hf(x)), but we will not consider this case here. From
Hölder’s inequality we easily obtain the inequality

‖f‖Ud(G) ≤ ‖f‖
L2d/(d+1)(G)

;

1This is in fact a seminorm when d = 1.
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see for instance [34, (5)]. In fact the Ud norm also inherits the log-convexity of the L2d/(d+1)

norms:

Corollary 2.4 (Log-convexity of Gowers norms). For any non-negative function f :=
G → R

+, the function d+1
2d

7→ ‖f‖Ud(G) for d = 1, 2, . . . is log-convex.

Thus for instance one has

(2.8) ‖f‖U2(G) ≤ ‖f‖
1/2
U1(G)

‖f‖
1/2
U3(G)

;

as a special case, if we set f = 1A for a finite set A and endow G with counting measure,
we see (after some routine algebra) that if A contains at least δ|A|3 parallelograms

(x, x+ h, x+ k, x+ h+ k)

for some δ > 0 (where x, h, k range over G), then it contains at least δ4|A|4 parallelopipeds

(x, x+ h, x+ k, x+ l, x+ h+ k, x+ h+ l, x+ k + l, x+ h+ k + l)

(where x, h, k, l range over G). This inequality was previously observed by Shkredov [50,
Proposition 35], with an alternate proof given by Manners [45, Proposition 2.1]. Our proof
here can be viewed as the natural generalization of Manners’ proof.

Proof. It suffices to prove the log-convexity for three consecutive values ‖f‖Ud−1(G), ‖f‖Ud(G),

‖f‖Ud+1(G) of the Gowers norms for any d ≥ 2, that is to say that

‖f‖Ud(G) ≤ ‖f‖θUd−1(G)‖f‖
1−θ
Ud+1(G)

where θ is such that
d+ 1

2d
= θ

d

2d−1
+ (1− θ)

d+ 2

2d+1
.

We can of course assume that the right-hand side norms are positive and finite. By scaling
both f and the Haar measure µ, we may normalize

‖f‖Ud−1(G) = ‖f‖Ud+1(G) = 1

and our goal is now to show that

‖f‖Ud(G) ≤ 1.

Let F : Gd → R
+ denote the function

F (h1, . . . , hd) :=

∫

G
∆h1 . . .∆hd

f(x) dµ(x).

Then we have

(2.9) ‖F‖L1(Gd) = ‖f‖2
d

Ud(G)

and by a routine Fubini and change of variables

(2.10) ‖F‖L2(Gd) = ‖f‖2
d

Ud+1(G) = 1.

Also, the marginals Fi : G
d−1 → R

+ all take the form

Fi(h1, . . . , hd−1) =

(∫

G
∆h1 . . .∆hd−1

f(x) dµ(x)

)2

so we also have

‖Fi‖L1/2(Gd−1) = ‖f‖2
d

Ud−1(G) = 1.
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Applying (2.4) with p = d
2d−1 (and Ωj = G for all j), we conclude that

‖F‖
L

d
2d−1 (Gd)

≤ 1

and hence by (2.10) and Hölder’s inequality we also have

‖F‖L1(Gd) ≤ 1,

giving the claim from (2.9). �

When (G,µ) is a probability space, the constant of 1 implicit in (2.8) is sharp, as can
be seen by testing against the constant function f = 1. However, in the case of the reals
G = R with Lebesgue measure, we believe (in the spirit of the sharp Young and Hausdorff–
Young inequalities [8], [20]) that the constant can be improved, thus we conjecture that
there exists ε > 0 such that

(2.11) ‖f‖U2(R) ≤ (1− ε)‖f‖
1/2
U1(R)

‖f‖
1/2
U3(R)

for all measurable f : R → R
+, an similarly for higher uniformity norms. We recall from

[34, Theorem 1.6] that we have the sharp inequalities

‖f‖U1(R) = ‖f‖L1(R)

‖f‖U2(R) ≤
21/2

33/8
‖f‖L4/3(R)

‖f‖U3(R) ≤
1

21/8
‖f‖L2(R)

and more generally

‖f‖Ud(R) ≤
2d/2

d

(d+ 1)(d+1)/2d+1
‖f‖

L2d/(d+1)(R)

which is consistent with (2.11) (and its higher degree generalizations) but does not imply
it.

While we were not able to establish the conjectured inequality (2.11), we have the
following partial result as evidence in its favor:

Proposition 2.5 (Equality cannot be attained over the reals). Let f : R → R
+ be such

that ‖f‖U1(R), ‖f‖U3(R) are non-zero and finite. Then we have strict inequality

‖f‖U2(R) < ‖f‖
1/2
U1(R)

‖f‖
1/2
U3(R)

in (2.8).

Proof. Without loss of generality one can normalize so that

‖f‖U1(R) = ‖f‖U3(R) = 1.

Suppose for contradiction that the claim fails, then by (2.8) we also have

‖f‖U2(R) = 1.

If we now let F : R2 → R
+ be the function

F (h, k) :=

∫

R

∆h∆kf(x) dx
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and let G : R → R
+ denote the (common) marginal

(2.12) G(h) =

∫

R

F (h, k)dk =

(∫

R

∆hf(x) dx

)2

,

then we have ∫

R

G(h)1/2 dh = ‖f‖2U1(R) = 1(2.13)

∫

R2

F (h, k) dhdk = ‖f‖4U2(R) = 1(2.14)

∫

R2

F 2(h, k) dhdk = ‖f‖8U3(R) = 1.(2.15)

From (2.13) and (2.4) we have

∫

R2

F 2/3(h, k) dhdk ≤

(∫

R

G(h)1/2
)4/3

= 1.

On the other hand, from (2.14), (2.15) and Hölder’s inequality we also have
∫

R2

F 2/3(h, k) dhdk ≥ 1.

Thus all inequalities here must in fact hold with equality. By Theorem 2.1(iii), we see
that F (h, k) = c1E(h)1E′(k) almost everywhere for some c > 0 and some positive measure
subsets E,E′ of R; since F is symmetric we have E = E′, and from (2.14), (2.15) we see
that c = 1 and E has measure one. This implies that G = 1E almost everywhere. From
(2.12) we conclude that

f ∗ f̃ = 1E

almost everywhere, where f̃(x) := f(−x) is the reflection of f and ∗ denotes the usual

convolution operation. But if we bound f from below by any simple function g, f ∗ f̃
is lower bounded by g ∗ g̃ which converges to ‖g‖L2(R) near the origin by the Steinhaus
lemma. Thus ‖g‖L2(R) ≤ 1, so by monotone convergence ‖f‖L2(R) ≤ 1 (in particular f is

square-integrable, which was not immediate from the hypotheses). This implies that f ∗ f̃
is continuous (in fact it is in the Wiener algebra), which contradicts the fact that it is an
indicator function. �

3. Upper bounds for adjoint Brascamp–Lieb constants

Let the notation and hypotheses be as in Theorem 1.11. In this section we establish
the inequality

(3.1) ABL(B, c, θ, p) ≤ BL(B, c)
1
p
−1

.

A similar argument (which we leave to the reader) gives the corresponding inequality in
Theorem 1.15.

The proof follows the same lines as that used to prove Theorem 2.1(ii). Our task is to
show that

(3.2) ‖f‖Lp(Rd) ≤ BL(B, c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )
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holds for any non-negative measurable f : Rd → R. We may assume that the norms on
the right-hand side are non-zero and finite, as the claim is trivial otherwise.

If we write fi := (Bi)∗f and gi := f cipi
i , we see from (1.8) that

fpi
i = fig

− 1−p
θip

i

whenever fi 6= 0, and thus ∫

Rdi

fig
− 1−p

θip

i = ‖fi‖
pi
Lpi (Rdi )

,

with the understanding that the integrand vanishes when fi = 0. Using (1.6), we conclude
that

(3.3)

∫

Rd

f(x)gi(Bix)
− 1−p

θip dx = ‖fi‖
pi
Lpi (Rdi )

for all i = 1, . . . , d (again with the convention that the integrand vanishes when f = 0).
On the other hand, from (1.1) (with fi replaced by gi) we have

(3.4)

∫

Rd

k∏

i=1

gi(Bix)dx ≤ BL(B, c)

k∏

i=1

‖fi‖
cipi
Lpi (Rdi )

.

Applying the (k + 1)-linear Hölder inequality (raising (3.3) to the power θip and (3.4) to
the power 1− p, which is permitted as θ1 + · · ·+ θk = 1) one obtains

(3.5)

∫

Rd

fp ≤ BL(B, c)1−p
k∏

i=1

‖fi‖
θippi+(1−p)cipi
Lpi (Rdi )

.

From (1.8) and some algebra we see that

θippi + (1− p)cipi = ppi

(
θi − ci

(
1−

1

p

))
= ppi

(
θi − θi

(
1−

1

pi

))
= θip

giving the desired inequality.
As mentioned in Remark 1.9, for p > 1 a reverse form of the adjoint Brascamp–Lieb

inequality (1.9) is available.

Theorem 3.1 (Reverse adjoint Brascamp–Lieb inequality). Suppose p ≥ 1 and θ1, . . . , θk
are nonzero real numbers that sum to 1 and are such that θi > 0 for precisely one i. If
(1.8) holds then

(3.6) ‖f‖p ≥ BL(B, c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
pi .

Proof. As (3.6) holds with equality when p = 1 we may assume that p > 1. We follow
closely the proof of (3.1), although after establishing (3.4) we apply the (k + 1)-linear
reverse Hölder inequality (see for example [7]) with exponents θ1p, . . . , θkp, 1 − p, which
we may as all but one of these exponents is negative by hypothesis. Since (3.4) is raised
to the negative power 1 − p, we obtain (3.5) with the inequality reversed. The proof of
(3.6) concludes as in the proof of (3.1). �

The reverse adjoint Brascamp–Lieb inequality (3.6), and in particular the associated
sign profile of the θj, allows us to transfer bounds between marginals. For example, consider
Loomis–Whitney data with p = ∞ (or rather the limiting case as p → ∞), θ1 = · · · =
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θd−1 = −1 and θd = d. Since ci = 1
d−1 , we have pi = d−1

d for 1 ≤ i ≤ d − 1, and

pd =
d(d−1)

d(d−1)−1 . If ‖f‖∞ = 1, and fi denotes the ith marginal of f , then we have

1 ≥
d−1∏

i=1

‖fi‖
−1
d−1
d

‖fd‖
d

d(d−1)
d(d−1)−1

,

or in other words,

‖fd‖ d(d−1)
d(d−1)−1

≤

d−1∏

i=1

‖fi‖
1
d
d−1
d

.

We refer to Section 8 for an application of such inequalities to the X-ray transform.

4. Calculating adjoint Brascamp–Lieb constants for gaussians and

subspaces

We now complete the proofs of Theorems 1.11 and 1.15. As observed in Remark 1.8,
when p = 1 we have pi = 1 for all i, and so all adjoint Brascamp–Lieb constants are equal
to 1. Thus we may assume that 0 < p < 1.

To prove Theorem 1.11, it suffices by (3.1), Lieb’s theorem (1.4), and the trivial in-
equality

ABLg(B, c, θ, p) ≤ ABL(B, c, θ, p)

to establish the equality

(4.1) c(c, θ,d, p)BLg(B, c)
1
p
−1 = ABLg(B, c, θ, p)

under the hypotheses of that theorem. Similarly, to complete the proof of Theorem 1.15
it suffices to establish the identity

(4.2) BLs(B, c)
1
p
−1

= ABLs(B, c, θ, p)

under the hypotheses of that theorem.
We begin with (4.2), which is simpler. Let the hypotheses be as in Theorem 1.15. Let

f = 1H be the indicator function of a finite subgroup H of G. The arguments in Section
3 then establish that

‖f‖ℓp(G) ≤ BL(B, c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
ℓpi(Gi)

.

Note that in the case that f = 1H , the functions gi := ((Bi)∗f)
pi are constant multiples

of indicator functions 1BiH of the finite subgroups BiH of Gi. Inspecting the arguments
in Section 3, we see that we may replace BL(B, c) with BLs(B, c), thus

‖f‖ℓp(G) ≤ BLs(B, c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
ℓpi(Gi)

.

Applying Definition 1.10, we conclude that

ABLs(B, c, θ, p) ≤ BLs(B, c)
1
p
−1
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which gives the upper bound in (4.2). To establish the lower bound, it suffices from
Definition 1.2 to show that

(4.3)
∑

G

k∏

i=1

f ci
i ◦Bi ≤ ABLs(B, c, θ, p)

p
1−p

k∏

i=1

(∑

Gi

fi

)ci

whenever fi = 1Hi are indicator functions of finite subgroups Hi of G, that is to say that

#H ≤ ABLs(B, c, θ, p)
p

1−p

k∏

i=1

(#Hi)
ci

whereH is the subgroupH :=
⋂k

i=1 B
−1
i Hi. From the hypothesis that

⋂k
i=1 kerBi is finite,

we see that H is finite. Applying Definition 1.10 with f = 1H , we have

‖1H‖ℓp(G) ≤ ABLs(B, c, θ, p)

k∏

i=1

‖(Bi)∗1H‖θiℓpi (Gi)

which we can expand as

(#H)1/p ≤ ABLs(B, c, θ, p)

k∏

i=1

(
#H

#(BiH)
#(BiH)1/pi

)θi

which rearranges using (1.8) as

#H ≤ ABLs(B, c, θ, p)
p

1−p

k∏

i=1

#(BiH)ci .

Since BiH ⊂ Hi, we obtain (4.3) as desired. This completes the proof of (4.2).

Now we turn to (4.1). If fi(xi) = e−π〈Aixi,xi〉 are centred gaussian functions for some
positive-definite di × di matrix Ai, then as is well known we have

∫

Rdi

fi = det(Ai)
− 1

2 ,

and similarly
∫

Rd

k∏

i=1

f ci
i ◦Bi = det

(
k∑

i=1

ciB
∗
i AiBi

)− 1
2

.

Hence by Definition 1.1,

BLg(B, c) = sup
Ai>0

∏k
i=1 det(Ai)

ci
2

det
(∑k

i=1 ciB
∗
i AiBi

) 1
2

,

where the supremum is over tuples (A1, . . . , Ak) of positive-definite di × di matrices Ai.
Similarly, if f(x) = e−π〈Ax,x〉 for some positive-definite d × d matrix A, then a routine
computation (using for instance the formula for a Fourier transform of a gaussian) shows
that for each i = 1, . . . , k, the pushforward (Bi)∗f is the gaussian function

(4.4) (Bi)∗f(xi) =
det(Ai)

1
2

det(A)
1
2

e−π〈Aixi,xi〉,
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where A−1
i := BiA

−1B∗
i . One can then calculate

‖f‖Lp(Rd) = p−
d
2p det(A)−

1
2p

and

‖(Bi)∗f‖Lpi(Rdi ) = p
−

di
2pi

i

det(Ai)
1
2

det(A)
1
2

det(Ai)
− 1

2pi .

From Definition 1.6 and (1.10) we then see that

(4.5) ABLg(B, c, θ, p) = c(c, θ,d, p) sup
A>0

det(A)
1
2
− 1

2p

∏k
i=1 det(Ai)

θi
2
−

θi
2pi

where the supremum is over positive-definite d × d matrices A. Using (1.8) and the
definition of Ai, and then replacing A by A−1, we can rewrite this as

ABLg(B, c, θ, p) = c(c, θ,d, p) sup
A>0

det(A)
1
2p

− 1
2

∏k
i=1 det(BiAB∗

i )
ci
2p

−
ci
2

,

and so (4.1) is equivalent to the identity

(4.6) sup
Ai>0

∏k
i=1 det(Ai)

ci

det
(∑k

i=1 ciB
∗
i AiBi

) = sup
A>0

det(A)
∏k

i=1 det(BiAB∗
i )

ci
.

This identity is somewhat implicit in at least three places in the literature. Most concretely
it may be interpreted as the “entropic” characterization of (gaussian) Brascamp–Lieb
constants from [31, Section 3.1], as clarified in Remark 5.1 of the next section; see also the
forthcoming Remarks 4.1 and 4.2 for further context. For the convenience of the reader
we provide a direct proof of (4.6) here. We may assume that we have the dimensional
analysis condition

(4.7) d =

k∑

i=1

cidi

since both sides of (4.6) are infinite otherwise.
If A is an arbitrary positive-definite d × d matrix, we set Ai := (BiAB

∗
i )

−1 for i =
1, . . . , k, and observe from the cyclic property of trace that

tr

(
k∑

i=1

ciA
1
2B∗

i AiBiA
1
2

)
=

k∑

i=1

ci tr (idRdi ) = d

thanks to (4.7). By the arithmetic mean-geometric mean inequality applied to the eigen-

values of the positive definite matrix
∑k

i=1 ciA
1
2B∗

i AiBiA
1
2 , we conclude that

det

(
k∑

i=1

ciA
1
2B∗

i AiBiA
1
2

)
≤ 1

which we can rearrange (using the definition of Ai and the multiplicativity of the deter-
minant) as ∏k

i=1 det(Ai)
ci

det
(∑k

i=1 ciB
∗
i AiBi

) ≥
det(A)

∏k
i=1 det(BiAB∗

i )
ci
.
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Taking suprema over A, this gives the lower bound in (4.6). To establish the corresponding
upper bound, let Ai be an arbitrary positive-definite di × di matrix for each i = 1, . . . , k,
and set

A :=

(
k∑

i=1

ciB
∗
i AiBi

)−1

.

Then by the cyclic property of trace and (4.7) as before we have

k∑

i=1

ci tr

(
A

1
2
i BiAB

∗
i A

1
2
i

)
= tr (idRd) = d

and hence by the arithmetic mean-geometric mean inequality

k∑

i=1

cidi
d

det

(
A

1
2
i BiAB

∗
i A

1
2
i

) 1
di

≤ 1.

By (4.7) and the (weighted) arithmetic mean-geometric mean inequality, we thus have

k∏

i=1

det

(
A

1
2
i BiAB

∗
i A

1
2
i

) ci
d

≤ 1.

This rearranges (using the definition of A and the multiplicativity of the determinant) to
∏k

i=1 det(Ai)
ci

det
(∑k

i=1 ciB
∗
i AiBi

) ≤
det(A)

∏k
i=1 det(BiAB

∗
i )

ci
.

Taking suprema over the Ai, we obtain the upper bound in (4.6). This completes the
proof of (4.1).

Remark 4.1. A similar calculation shows that if the extremum defining BLg(B, c) is at-
tained, then the extremum defining ABLg(B, c, θ, p) is attained, and conversely. Indeed if

A1, . . . , Ak extremize BLg(B, c), it follows from [14, Proposition 3.6] that A−1
i = BiA

−1B∗
i

where A =
∑

i ciB
∗
i AiBi. Then evidently

BLg(B, c) :=

∏k
i=1 det(Ai)

ci
2

det
(∑k

i=1 ciB
∗
i AiBi

) =

∏k
i=1 det((BiA

−1B∗
i )

−1)
ci
2

det(A)
1
2

,

from which it follows that A extremizes (4.5) thanks to (4.1). The converse direction
is established similarly, as a routine calculation shows that if A extremizes (4.5) then
A =

∑
i ciB

∗
i AiBi where A

−1
i = BiA

−1B∗
i . Of course the above observations establish the

identity (4.6) in the case that the data (B, c) is gaussian extremizable. It is possible to
provide such a variational proof of (4.6) for general data using some additional (regulari-
sation) arguments that force gaussian extremizability; see [14, Section 8] for some suitable
constructions.

Remark 4.2. The proof that we give of the identity (4.6) closely aligns with that of the
duality theorem (Proposition 3.14) for capacities of completely positive operators in [36],
and indeed (4.6) can be seen to follow from that theorem at least in the case that the
exponents c1, . . . , ck are rational; see [36, Section 4].
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5. Connections with entropic Brascamp–Lieb inequalities

If f : Rd → R
+ is a probability density (so that

∫
Rd f = 1) in the L logL class∫

Rd f log(2 + f) < ∞, we define the continuous entropy h(f) by the formula

h(f) :=

∫

Rd

f log
1

f

In [24] (see also [22]) it was observed that for any Brascamp–Lieb datum (B, c) with finite
Brascamp–Lieb constant, one has the inequality2

(5.1) h(f) ≤
k∑

i=1

cih((Bi)∗f) + log BL(B, c)

for probability densities f : Rd → R
+ in the L logL class, and that the constant log BL(B, c)

is best possible. If one specializes (5.1) to the situation of Loomis–Whitney or Finner data
one obtains Shearer’s inequality [30].

As indicated in Remark 1.13, the inequality (5.1) may be viewed as an infinitesimal
version of the adjoint Brascamp-Lieb inequality (1.11) in the limit as p → 1 via its Rényi-
entropic formulation (1.13), along with the well-known fact that hp(f) → h(f) as p → 1 for
(suitably regular) probability densities f . Equivalently one may pass from (1.11) to (5.1)
directly as follows. Let θ1, . . . , θk > 0 be any parameters summing to one, and suppose for
simplicity that f is bounded and compactly supported (and thus automatically in L logL).
If p = 1− ε for some small ε > 0, then from Taylor expansion one has

‖f‖p
Lp(Rd)

= 1 + εh(f) +O(ε2)

(where we allow implied constants in the O() notation to depend on all parameters other
than ε), and hence also

(5.2) ‖f‖Lp(Rd) = 1 + εh(f) +O(ε2).

If we define pi by (1.8) then

pi = 1−
ci
θi
ε+O(ε2)

and thus by another Taylor expansion

‖(Bi)∗f‖Lpi(Rdi ) = 1 +
ci
θi
εh((Bi)∗f) +O(ε2).

The right-hand side of (1.11) can then be computed to be

1 + ε log BL(B, c) +
k∑

i=1

ciεh((Bi)∗f) +O(ε2),

and thus on cancelling we obtain

h(f) ≤

k∑

i=1

cih((Bi)∗f) + log BL(B, c) +O(ε).

Sending ε → 0 we obtain (5.1). By replacing f with min(f,N)/
∫
min(f,N) for a large

N and then sending N → ∞ using dominated convergence, one can then extend the
inequality (5.1) to any f of compact support in the L logL class, and then a further
standard limiting argument can remove the compact support hypothesis.

2In [24] the opposite sign convention S(f) = −h(f) for entropy was used.
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A similar remark can be made for the discrete adjoint Brascamp–Lieb inequality and
the discrete version of (5.1) (with continuous entropy replaced by Shannon entropy); we
leave the details to the interested reader.

Remark 5.1. In addition to D(B, c) := log BL(B, c) being best possible in (5.1), it is
shown in [31, Section 3.1] that the gaussian entropic Brascamp–Lieb constant Dg(B, c),
defined as the supremum of

h(f)−

k∑

i=1

cih((Bi)∗f)

over all gaussian probability density functions f , coincides with D(B, c). By Lieb’s theorem
(1.4) and direct computation using (4.4), this amounts to the key identity (4.6) in Section
4.

The above passage from the adjoint Brascamp–Lieb inequality (1.11) to the entropy
inequality (5.1) is of a similar nature to the passage from Nelson’s hypercontractivity
inequality to the gaussian log-Sobolev inequality discovered by Gross [38]. In the spirit of
[38] this implication may also be (effectively) reversed, yielding an alternative “entropic”
proof of the adjoint Brascamp–Lieb inequality (1.11). We conclude this section with a
discussion of this reverse passage, beginning with a key proposition. For technical reasons
we work with functions f that are bounded and compactly supported, noting (as is the
case above) that the inequalities (5.1) and (1.11) may be extended to general functions by
a standard limiting argument.

Proposition 5.2. If

Λ(p) =
‖f‖p

BL(B, c)
1
p
−1∏k

i=1 ‖fi‖
θi
pi

then

p2
d

dp
log Λ(p) = log BL(B, c) − h(fp/‖f‖pp) +

k∑

i=1

cih(f
pi
i /‖fi‖

pi
pi),

Proof. This is an immediate consequence of the elementary identities

(5.3)
dpi
dp

=
ci
θi

(
pi
p

)2

(see (1.8)) and

(5.4) p2
d

dp
log ‖f‖p = −h(fp/‖f‖pp).

�

Proposition 5.2 quickly captures our previous observation that (1.11) =⇒ (5.1). One
simply observes that since Λ(p) ≤ 1 = Λ(1),

log BL(B, c) − h(f) +
k∑

i=1

cih(fi) = Λ′(1) = lim
p→1−

Λ(1)− Λ(p)

1− p
≥ 0
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whenever f is a probability density. On the other hand, for functions f for which the
“p-entropy inequality”

(5.5) h(fp/‖f‖pp) ≤ log BL(B, c) +

k∑

i=1

cih(f
pi
i /‖fi‖

pi
pi)

holds for all 0 < p ≤ 1, Proposition 5.2 tells us that Λ is nondecreasing, recovering (1.11).

Remark 5.3. In addition to the classical case when p = 1, the inequality (5.5) is true in
the limit as p → 0. To see this observe that

fp

‖f‖pp
→

1supp(f)

|supp(f)|

and
h(fp/‖f‖pp) → log (|supp(f)|)

as p → 0. Hence (5.5), in the limit as p → 0, becomes

(5.6) log (|supp(f)|) ≤ log BL(B, c) +

k∑

i=1

ci log (|supp(fi)|) .

Now, if supp(f) = Ω, then supp(fi) ⊆ BiΩ, and so (5.6) becomes

log (|Ω|) ≤ log BL(B, c) +

k∑

i=1

ci log (|BiΩ|) ,

which exponentiates to

|Ω| ≤ BL(B, c)

k∏

i=1

|BiΩ|
ci .

However, this is the Brascamp–Lieb inequality (1.1) applied with fi = 1BiΩ, as recalled in
Remark 1.12.

Proposition 5.4. If 0 < p ≤ 1 then (5.5) holds whenever f is an indicator function of a
set.

Proof. If f is the indicator function of a set then h(fp/‖f‖pp) = h(f/‖f‖1), and so by (5.1),

h(fp/‖f‖pp) ≤ log BL(B, c) +
k∑

i=1

cih(fi/‖fi‖1).

By (1.8) we have pi ≤ 1 for all i, and so it is enough to show that p 7→ h(fp/‖f‖pp) is
nonincreasing. This may be done by establishing the formula

−p
d

dp
h(fp/‖f‖pp) =

∫
fp

‖f‖pp

(
log

(
fp

‖f‖pp

))2

−

(∫
fp

‖f‖pp
log

(
fp

‖f‖pp

))2

,

which may be interpreted as a certain variance with respect to the probability measure
fp/‖f‖pp. Alternatively we may make further use of (5.2) to write

‖f‖1+ε

‖f‖1
= 1− εh(f/‖f‖1) +O(ε2),

so that
‖f‖p(1+ε)p

‖f‖pp
= 1− εh(fp/‖f‖pp) +O(ε2)
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for all p > 0. The required monotonicity will therefore follow provided

(5.7) ‖f‖pp‖f‖
q
(1+ε)q ≤ ‖f‖qq‖f‖

p
(1+ε)p

for sufficiently small ε > 0 whenever q < p. To see this fix q < p, choose 0 < ε < p
q − 1 so

that

q < (1 + ε)q < p < (1 + ε)p,

and apply Hölder’s inequality (twice) to obtain

‖f‖p ≤ ‖f‖1−θ
q ‖f‖θ(1+ε)p,

1

p
=

1− θ

q
+

θ

(1 + ε)p

and

‖f‖(1+ε)q ≤ ‖f‖1−φ
q ‖f‖φ(1+ε)p,

1

(1 + ε)q
=

1− φ

q
+

φ

(1 + ε)p
.

Taking the appropriate powers and multiplying leads to (5.7). �

While (5.5) can be seen to fail for general functions f (see Remark 5.5 below), it is
possible to upgrade (1.11) from indicator functions to general (simple) functions by an
application of the tensor power trick. The first observation to make is that (1.11) is
tensor-power invariant. In particular, if

B⊕N
i (x1, . . . , xN ) := (Bix1, . . . , BixN )

then BL(B⊕N , c) = BL(B, c)N , as Brascamp–Lieb constants factor through critical sub-

spaces; see [14]. Further, if (Bi)∗f = fi then (B⊕N
i )∗f

⊗N = f⊗N
i . Next we write

(5.8) f⊗N ∼
K∑

ℓ=1

φℓ,

where the φℓ are nonnegative multiples of indicator functions of disjoint subsets of RNd,
and the implicit constants are independent of N . As f is a simple function the number
of terms K in the decomposition (5.8) may be taken to grow linearly in N . Since (1.11)
holds for indicator functions,

‖f‖Np = ‖f⊗N‖p ≤ c

(
K∑

ℓ=1

‖φℓ‖
p
p

)1/p

≤ cBL(B⊕N , c)
1
p
−1

(
K∑

ℓ=1

k∏

i=1

‖(B⊕N
i )∗φℓ‖

pθi
pi

) 1
p

≤ cK1/pBL(B⊕N , c)
1
p
−1

k∏

i=1

‖f⊗N
i ‖θipi

≤ cK1/pBL(B, c)
N
(

1
p
−1

) k∏

i=1

‖fi‖
Nθi
pi ,

where the constant c may change from line to line, but remains independent of N . Taking
Nth roots and using the fact that K1/N → 0 establishes (1.11) for simple functions. This
may be extended to general functions by a routine limiting argument. We refer to [16] for a
similar application of the tensor power trick in the context of Brascamp–Lieb inequalities.
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Remark 5.5. Inequality (5.5) does not hold in general, and a counterexample may be
constructed in the setting of Loomis–Whitney data as follows. If f = g1 ⊗ · · · ⊗ gd then it
is straightforward to verify that

h(fp/‖f‖pp) =

d∑

i=1

h(gpi /‖gi‖
p
p)

and

h(f
pj
j /‖fj‖

pj
pj ) =

∑

i 6=j

h(g
pj
i /‖gi‖

pj
pj ),

and so the inequality (5.5) becomes

(5.9)

d∑

i=1

h(gpi /‖gi‖
p
p) ≤

d∑

i=1

1

d− 1

∑

j 6=i

h(g
pj
i /‖gi‖

pj
pj ),

where the exponents pj satisfy

1

d− 1

(
1−

1

p

)
= θj

(
1−

1

pj

)

and θ1 + · · ·+ θd = 1. Since the gi may be chosen independently, (5.9) reduces to

(5.10) h(gp/‖g‖pp) ≤
1

d− 1

∑

j 6=i

h(gpj/‖g‖
pj
pj )

for all 1 ≤ i ≤ d. If θj ≤ 1
d−1 for all j (as in the balanced case θj = 1

d), then pj ≤ p for

all j, and so (5.10) holds by the monotonicity of p 7→ h(fp/‖f‖pp) established in the proof
of Proposition 5.4. For a counterexample we must therefore allow θj > 1

d−1 for some j.

Specialising to d = 3, the i = 3 case of (5.10) becomes

(5.11) h(gp/‖g‖pp) ≤
1

2

(
h(gp1/‖g‖p1p1) + h(gp2/‖g‖p2p2)

)
,

and the condition on the Lebesgue exponents becomes

p1
1− p1

+
p2

1− p2
+

p3
1− p3

=
2p

1− p
.

Since (5.11) is independent of p3, we see that if (5.5) holds then necessarily (5.11) holds
whenever the exponents 0 < p, p1, p2 ≤ 1 satisfy

(5.12)
p

1− p
=

1

2

(
p1

1− p1
+

p2
1− p2

)
.

Thus (5.11) implies the convexity of p
1−p 7→ h(gp/‖g‖pp) for 0 < p < 1. Suppose now

that g = 1[0,1](1 + εh) where h is supported in [0, 1], has mean value zero, and ‖h‖2 = 1.
Observe that on [0, 1] we have

gp = 1 + εph+
p(p− 1)

2
ε2h2 +O(ε3),

which on formally differentiating in p becomes

gp log g = εh+

(
p−

1

2

)
ε2h2 +O(ε3).
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It follows that

h(gp/‖g‖pp) = −
p2

2
ε2 +O(ε3),

and so if h(gp/‖g‖pp) were a convex function of q := p
1−p for 0 < p < 1, then q 7→ q2

(q+1)2

would be a concave function for 0 < q < ∞. However, a routine calculation shows that
this fails for q < 1

2 .

6. Strict inequality in the lower bound

Recall from Remark 1.8 that in either of the degenerate situations p = 1 or c = θ, the
adjoint Brascamp–Lieb inequality (1.9) is an identity, and so evidently ABL(B, c, θ, p) =
ABLg(B, c, θ, p). In this section we show that ABL(B, c, θ, p) and ABLg(B, c, θ, p) differ
in all other cases.

Theorem 6.1. If 0 < p < 1 and c 6= θ then there exists κ > 1, depending only on
d, dj , c, θ, p, such that

ABL(B, c, θ, p) ≥ κABLg(B, c, θ, p).

Our proof of Theorem 6.1 involves quantifying how the adjoint Brascamp–Lieb func-
tional

Φ(f) :=
‖f‖p∏k

i=1 ‖(Bi)∗f‖
θi
pi

varies under certain carefully selected perturbations of an arbitrary (centred) gaussian
input f . We begin with a suitably quantitative variational lemma.

Lemma 6.2. Suppose that f : Rd → R+ is a measurable function for which (Bi)∗f ∈
Lpi(Rdi) for 1 ≤ i ≤ k. If h : Rd → R is a measurable function such that h/f ∈ L∞(Rd),
then

(6.1)
Φ(f + εh)

Φ(f)
= 1 + ε

∫
h(x)

(
f(x)p−1

‖f‖pp
−

k∑

i=1

θi
fi(Bix)

pi−1

‖fi‖
pi
pi

)
dx+O(ε2)

as ε → 0. Moreover, if |h| ≤ Cf for some positive constant C, then the implicit constant
in the O(ε2) term may be chosen to depend only on p, c, θ and C.

Proof. Observe that if h/f is bounded then

‖f + εh‖pp =

∫
fp

(
1 + εp

h

f
+O(ε2)

)

= ‖f‖pp

(
1 + εp

∫
fp−1h∫
fp

+O(ε2)

)
,

so that

Φ(f + εh) = Φ(f)

(
1 + ε

∫
fp−1h∫
fp

+O(ε2)

) k∏

i=1

(
1− εθi

∫
fpi−1
i hi∫
fpi
i

+O(ε2)

)
.
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By (1.6),

Φ(f + εh)

Φ(f)
= 1 + ε

(∫
fp−1h∫
fp

−

k∑

i=1

θi

∫
fpi−1
i hi∫
fpi
i

)
+O(ε2)

= 1 + ε

(∫
fp−1h∫
fp

−

k∑

i=1

θi

∫
fi(Bi·)

pi−1h∫
fpi
i

)
+O(ε2)

= 1 + ε

∫
h(x)

(
f(x)p−1

‖f‖pp
−

k∑

i=1

θi
fi(Bix)

pi−1

‖fi‖
pi
pi

)
dx+O(ε2).

The uniformity claims are a straightforward consequence of Taylor’s theorem. �

In order to prove Theorem 6.1 we show that there exists η > 0, depending only on
d, di, c, θ, p, such that

ABL(B, c, θ, p)

ABLg(B, c, θ, p;A)
≥ 1 + η

for all A, where ABLg(B, c, θ, p;A) denotes the adjoint Brascamp–Lieb constant when

testing against the (centred) gaussian f(x) = e−π〈x,Ax〉.
By applying a linear change of variables to R

d (and adjusting B appropriately), we may

normalize so that A = I. Setting f(x) = e−π|x|2 we have

ABLg(B, c, θ, p;A) = Φ(f),

and so by Lemma 6.2 it remains to construct a suitable function h for which the coefficient
of ε on the right hand side of (6.1) is bounded below by a positive constant depending
only on d, di, c, θ, p. To this end let

F (x) =
f(x)p−1

‖f‖pp
−

k∑

i=1

θi
fi(Bix)

pi−1

‖fi‖
pi
pi

= p
d
2 e−π(p−1)|x|2 −

k∑

i=1

θip
di
2
i e−π(pi−1)〈Pix,x〉

= p
d
2 eπ(1−p)|x|2

(
1− p−

d
2

k∑

i=1

θip
di
2
i eπ(1−pi)〈Pix,x〉−π(1−p)|x|2

)
,

where Pi : R
d → R

d denote the orthogonal projection

Pi := B∗
i (BiB

∗
i )

−1Bi.

Recall the scaling conditions
∑

i θi = 1 and
∑

i cidi = d. Since θ 6= c it follows that θj < cj
and hence pj < p for some j by (1.8). With this choice of j observe that

p−
d
2

k∑

i=1

θip
di
2
i eπ(1−pi)〈Pix,x〉−π(1−p)|x|2 ≥ p−

d
2 θjp

dj
2
j eπ(1−pj)〈Pjx,x〉−π(1−p)|x|2

≥ p−
d
2 θjp

dj
2
j e

π
2
(p−pj)|x|2

on the cone

(6.2) Γ :=
{
x ∈ R

d : 〈Pjx, x〉 ≥
1− 1

2(p + pj)

1− pj
|x|2
}
.
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Choosing R > 0 such that

p−
d
2 θjp

dj
2
j e

π
2
(p−pj)R

2
= 2,

it follows that

F (x) ≤ −p
d
2 eπ(1−p)|x|2

whenever x ∈ Γ ∩B(0, R)c. If h(x) = −f(x)1Γ∩B(0,R)c (x) then the coefficient of ε in (6.1)
equals

∫

Rd

h(x)F (x)dx = −

∫

Γ∩B(0,R)c
e−π|x|2F (x)dx ≥ p

d
2

∫

Γ∩B(0,R)c
e−πp|x|2dx.

Now, since Pj is an orthogonal projection, the set Γ∩S
d−1 has measure depending only on

d, di, c, θ, p with respect to surface measure on S
d−1. Hence by a use of polar coordinates,

∫

Rd

h(x)F (x)dx

is bounded below by a positive constant depending only on d, di, c, θ, p. Finally we note
that |f/h|, |fi/hi| ≤ 1 everywhere, allowing us to control the O(ε2) term in Lemma 6.2
suitably uniformly. The theorem now follows on taking ε to be a sufficiently small constant
depending only on d, di, c, θ, p.

7. Strict inequality in the upper bound

In this section we discuss the sharpness of the inequality

(7.1) ABL(B, c, θ, p) ≤ BL(B, c)
1
p
−1

in Theorem 1.11. It is certainly possible for equality to hold here. For instance, for the
data associated to the Loomis–Whitney and adjoint Loomis–Whitney bounds in Theorem
2.1 (setting each of the Ωj to be a Euclidean space), both sides of (7.1) are equal to
one. However, in situations where the only extremals of the Brascamp–Lieb inequality
are gaussians, Theorem 6.1 suggests that strict inequality should occur in (7.1). We may
formalize this intuition as follows.

Definition 7.1 (Gaussian stability). A Brascamp–Lieb datum (B, c) is gaussian-stable if
BL(B, c) is finite, and whenever fi : R

di → R
+ are integrable functions such that

∫

Rd

k∏

i=1

f ci
i ◦Bi > (1− ε)BL(B, c)

k∏

i=1

(∫

Rdi

fi

)ci

for some ε > 0, then there exist (uncentered) gaussians f̃i : R
di → R

+ such that

‖fi − f̃i‖L1(Rdi ) ≤ o
(
‖fi‖L1(Rdi )

)

where o(X) denotes a quantity bounded in magnitude by c(ε)X for some function c(ε)
(depending on the Brascamp–Lieb datum) that tends to zero as ε → 0.

For instance, it was shown in [28] that the Brascamp–Lieb data corresponding to non-
endpoint cases of Young’s inequality (Example 1.5) are gaussian-stable.

Theorem 7.2. Let (B, c) be a gaussian-stable Brascamp–Lieb datum, let 0 < p < 1, and
let θ1, . . . , θk > 0 sum to 1. Then we have strict inequality in (7.1).
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Proof. By a rescaling we may normalize so that BL(B, c) = 1.
Suppose for contradiction that (7.1) holds with equality. Let ε > 0 be a small parameter

to be chosen later, then we can find a non-negative f ∈ Lp(Rd), not identically zero, such
that (Bi)∗f ∈ Lpi(Rdi) for all i and

‖f‖Lp(Rd) = (1− o(1))

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

where o() is as in Definition 7.1, except that we now also permit the decay function c() to
depend on p and θ1, . . . , θk in addition to B and c. By multiplying f by a constant, we
may normalize

‖f‖Lp(Rd) = 1

so that

(7.2)

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

= 1 + o(1).

As in Section 3, we set fi := (Bi)∗f and gi := f cipi
i , then an inspection of the arguments

in that section show that (3.4) must hold up to o(1) errors, in the sense that

∫

Rd

k∏

i=1

gi = (1− o(1))

k∏

i=1

‖fi‖
cipi
Lpi (Rdi )

.

Applying the gaussian-stable hypothesis (with the fi replaced by g
1/ci
i = fpi

i ), we conclude

that there exist uncentered gaussians f̃i such that

‖fpi
i − f̃pi

i ‖L1(Rdi ) = o
(
‖fi‖

pi
Lpi (Rdi )

)
.

By Markov’s inequality, this implies that

(7.3) f̃i = (1 + o(1))fi

uniformly outside of an exceptional set Ei ⊂ R
di with

(7.4)

∫

Ei

fpi
i + f̃pi

i = o
(
‖fi‖

pi
Lpi (Rdi )

)

so in particular

(7.5)

∫

Rdi

f̃pi
i = (1 + o(1))‖fi‖

pi
Lpi (Rdi )

.

From the adjoint Brascamp–Lieb inequality, (1.9) and (7.2) we have

‖f1B−1
j Ej

‖Lp(Rd) = o

(
k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

)
= o(1)

for every j = 1, . . . , k. Thus ∫
⋃k

j=1 B
−1
j Ej

fp = o(1).
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Next, define the normalized functions

Gi := f(gi ◦Bi)
− 1−p

θip /‖fi‖
pi
Lpi (Rdi )

H :=

k∏

i=1

gi ◦Bi/‖fi‖
cipi
Lpi (Rdi )

on R
d for i = 1, . . . , k, so by (7.2) we have

H1−p
k∏

i=1

Gθip
i = (1− o(1))fp.

An inspection of the arguments in Section 3 reveals that∫

Rd

Gi,

∫

Rd

H ≤ 1 + o(1)

and ∫

Rd

H1−p
k∏

i=1

Gθip
i =

∫

Rd

fp = 1 + o(1)

and thus ∫

Rd

(1− p)H +

k∑

i=1

θipGi −H1−p
k∏

i=1

Gθip
i = o(1);

the integrand is non-negative thanks to the weighted AM-GM inequality, or by Jensen’s
inequality applied to the exponential function. In view of the strict convexity of the
exponential function (and homogeneity) we see that if

|Gi(x)−H(x)| ≥ δH(x)

for some 1 ≤ i ≤ k, x ∈ R
d and δ > 0, then

(7.6) H(x) ≤ C(p, θ1, . . . , θk, δ)

(
(1− p)H(x) +

k∑

i=1

θipGi(x)−H1−p(x)

k∏

i=1

Gi(x)
θip

)

for some constant C(p, θ1, . . . , θk, δ) depending on the indicated parameters. From this
and Markov’s inequality we conclude that

Gi(x) = (1 + o(1))H(x)

for all 1 ≤ i ≤ k and all x outside of an exceptional set E ⊂ R
d with∫

E
H = o(1).

In particular, we have

H1−p
k∏

i=1

Gθip
i (x) = (1 + o(1))H(x)

for x 6∈ E, and
∫

E
H1−p

k∏

i=1

Gθip
i +H = o(1),

by Hölder’s inequality. Undoing the normalizations, we conclude that

f(x)p = (1 + o(1))f∗(x)
p
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for x 6∈ E and

(7.7)

∫

E
fp + fp

∗ = o(1)

where

f∗ :=

k∏

i=1

(fi ◦Bi)
cipi/p/‖fi‖

(cipi−θip)/p

Lpi (Rdi )
.

If we let Ẽ := E ∪
⋃k

i=1B
−1
i Ei, we conclude that

(7.8) f(x) = (1 + o(1))f̃ (x)

for x 6∈ Ẽ and ∫

Ẽ
fp = o(1),

where f̃ is the gaussian function

f̃ :=

k∏

i=1

(f̃i ◦Bi)
cipi/p/‖fi‖

(cipi−θip)/p

Lpi (Rdi )
.

Also, from the Brascamp–Lieb inequality and (7.4), (7.5) we have
∫

B−1
i Ei

f̃p = o(1)

for all i = 1, . . . , k, while from (7.7), (7.3) we have
∫

E\
⋃k

i=1 B
−1
i Ei

f̃p = o(1),

and thus ∫

Ẽ
f̃p = o(1).

In particular we have
∫

Rd

f̃p =

∫

Rd\Ẽ
f̃p + o(1)

= (1 + o(1))

∫

Rd\Ẽ
fp + o(1)

= 1 + o(1)

(7.9)

and hence ∫

Ẽ
f̃p = o

(∫

Rd

f̃p

)
.

Next let q > 1 and choose 0 < θ < 1 such that 1 = θ
p +

1−θ
q , so that by Hölder’s inequality,

∫

Ẽ
f̃ ≤ ‖f̃‖θ

Lp(Ẽ)
‖f̃‖1−θ

Lq(Ẽ)
= o

(
‖f̃‖θLp(Rd)‖f̃‖

1−θ
Lq(Rd)

)
.

Since f̃ is a gaussian it satisfies a reverse Hölder inequality on R
d, and so it follows that

∫

Ẽ
f̃ = o

(∫

Rd

f̃

)
.
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Pushing forward by Bi, we conclude that
∫

Rdi

(Bi)∗(1Ẽ f̃) = o

(∫

Rdi

(Bi)∗f̃

)
.

By Markov’s inequality it follows that

(Bi)∗(1Ẽ f̃) = o((Bi)∗(f̃))

outside of an exceptional set E′
i ⊂ R

di with
∫

E′
i

(Bi)∗f̃ = o

(∫

Rdi

(Bi)∗f̃

)
.

Note that we can assume that E′
i contains Ei. Since (Bi)∗f̃ is also gaussian, we conclude

from a further appeal to Hölder’s inequality that

(7.10)

∫

E′
i

((Bi)∗f̃)
pi = o

(∫

Rdi

((Bi)∗f̃)
pi

)
.

Outside of E′
i, we have

(Bi)∗((1 − 1Ẽ)f̃) = (1− o(1))(Bi)∗f̃

and hence by (7.8),

fi ≥ (Bi)∗((1 − 1Ẽ)f) = (1− o(1))(Bi)∗f̃ .

In particular ∫

Rdi\E′
i

((Bi)∗f̃)
pi ≤ (1 + o(1))‖fi‖

pi
Lpi (Rdi )

and thus by (7.10), ∫

Rdi

((Bi)∗f̃)
pi ≤ (1 + o(1))‖fi‖

pi
Lpi (Rdi )

.

Comparing this inequality with (7.9) and Definition 1.6, we conclude that

ABLg(B, c, θ, p) ≥ 1− o(1)

and thus

ABLg(B, c, θ, p) ≥ (1− o(1))ABL(B, c, θ, p).

This contradicts Theorem 6.1. �

8. Lower bounds for tomographic transforms

A simple yet effective application of the adjoint Brascamp–Lieb inequality is to lower
bounds for various tomographic transforms between Lebesgue spaces. These bounds lie
below L1, in contrast with the more familiar upper bounds (see [26]) that necessarily lie
above L1.

We begin with the classical X-ray transform, which is governed by the adjoint Loomis–
Whitney inequality from Section 2. Let d ≥ 2. For a nonnegative measurable function
f : Rd → R+ its X-ray transform Xf : M1,d → R+ is given by the formula

(8.1) Xf(ω, v) :=

∫

R

f(v + tω)dt,
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where the variables ω ∈ S
d−1 and v ∈ 〈ω〉⊥ form the natural parametrization of the

Grassmannian manifold M1,d of lines in R
d, endowed with the obvious measure

(8.2)

∫

M1,d

F (ω, v) :=

∫

Sd−1

(∫

〈ω〉⊥
F (ω, v) dv

)
dσ(ω)

where the inner integral on the right-hand side is with respect to Lebesgue measure dv
on 〈ω〉⊥, and dσ denotes normalized Lebesgue measure on S

d−1. This normalization is
chosen so that ‖Xf‖L1(M1,d) = ‖f‖L1(Rd).

Theorem 8.1 (Lower bound for the X-ray transform). Suppose that 0 < p, q ≤ 1 and
d ≥ 2. Then there exists a positive constant C = Cp,q,d such that

(8.3) ‖Xf‖Lq(M1,d) ≥ C‖f‖Lp(Rd)

for all nonnegative measurable functions f : Rd → R
+ if and only if

(8.4)
1

d

(
1−

1

q

)
=

1

d− 1

(
1−

1

p

)
.

Moreover, in all such cases we may take C = 1.

Proof. That (8.4) is necessary for (8.3) follows by a routine scaling argument, as is familiar
from the analysis of upper bounds in [26].

For ω ∈ S
d−1 let Pω denote the orthogonal projection of Rd onto 〈ω〉⊥. If {ω1, . . . , ωd}

is an orthonormal basis of Rd then by the Loomis–Whitney inequality (Theorem 2.1(i);
see also Example 1.4) we have

(8.5)

∫

Rd

d∏

i=1

fi(Pωix)
1

d−1dx ≤

d∏

i=1

(∫

〈ωi〉⊥
fi

) 1
d−1

for any measurable fi : 〈ωi〉
⊥ → R

+, for which (as in Theorem 2.1(ii)) we have the adjoint
inequality

(8.6) ‖f‖Lp(Rd) ≤
d∏

i=1

‖(Pωi)∗f‖
1
d

Lq(〈ωi〉⊥)
,

thanks to (8.4). But from (8.1), the Fubini–Tonelli theorem, and a change of variables we
have

(8.7) ‖(Pωi)∗f‖Lq(〈ωi〉⊥) = ‖Xf(ωi, ·)‖Lq(〈ωi〉⊥),

and thus

(8.8) ‖f‖q
Lp(Rd)

≤
d∏

i=1

‖Xf(ωi, ·)‖
q
d

Lq(〈ωi〉⊥)
,

which by the AM-GM inequality implies

(8.9) ‖f‖q
Lp(Rd)

≤
1

d

d∑

i=1

‖Xf(ωi, ·)‖
q
Lq(〈ωi〉⊥)

.

The inequality (8.3) now follows on averaging over all such bases {ω1, . . . , ωd} and then
applying (8.2). �
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Remark 8.2. As should be evident from our proof, the Lq(M1,d) norm in (8.3) may be
replaced by the mixed norm Lr

ωL
q
v for any r > 0. A similar remark applies to all of the

results in this section.

Remark 8.3. Since we may take C = 1 it is possible to take a limit in (8.3) (raised to
the pth power) as p → 0, obtaining

(8.10) |Ω|
d−1
d ≤

∫

Sd−1

|PωΩ|dσ(ω)

for measurable subsets Ω ⊆ R
d. This can be viewed as an averaged form of the classical

Loomis–Whitney inequality [44]

|Ω|
d−1
d ≤

d∏

i=1

|PωiΩ|
1
d

for {ω1, . . . , ωd} an orthonormal basis of Rd. We refer to [49, Section 7] for similar basis-
averaging arguments. When Ω is convex, there are a number of reverse Loomis–Whitney
inequalities available, starting with Meyer’s inequality [47]

|Ω|
d−1
d ≥

((d− 1)!)
1
d

d
d−1
d

d∏

i=1

|Ω ∩ 〈ωi〉
⊥|

1
d

for an orthonormal basis {ω1, . . . , ωd}; see for instance [1] for recent work in this direction.
We do not know if these inequalities can similarly be viewed as p → 0 limits of some Lp

inequality.

Remark 8.4. Theorem 8.1 breaks down when f is not assumed to be non-negative. Sup-
pose for instance that f is chosen so that the Fourier transform f̂ is a bump function
adapted to a cylindrical region Bd−1(0, δ)× [1, 2] for some small δ > 0. Then f is compa-
rable to δd−1 on a disk Bd−1(0, c/δ) × [−c, c] for some small c > 0, hence

‖f‖Lp(Rd) & δ
d−1− d−1

p

for any p > 0. On the other hand, observe that Xf(ω, v) vanishes unless the hyperplane

ω⊥ passes through the support Bd−1(0, δ) × [1, 2] of f̂ , which only occurs for ω in a
strip of measure O(δ), and for such ω, Xf(ω, ·) is concentrated in a box of dimensions
1/δ × · · · × 1/δ × 1 in ω⊥ and has amplitude O(δd−2), hence

‖Xf‖Lq(Rd) . δ
d−2− d−3

q .

Sending δ → 0, we conclude that the inequality (8.3) can only hold uniformly in δ if

d− 2−
d− 3

q
≤ d− 1−

d− 1

p
,

which is only compatible with (8.4) when p ≥ d+1
2 , which is absurd since 0 < p ≤ 1.

This counterexample shows that Theorem 8.1 does not follow from the existence of a
bounded linear left inverse of X from the non-negative functions of Lq(M1,d) to the non-

negative functions of Lp(Rd), since such an inverse would also extend to signed functions
and thus contradict the above counterexample.
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If we are prepared to accept a slightly smaller positive constant C, then Theorem 8.1
may be extended to quite general restricted X-ray transforms. This involves replacing
the uniform measure on S

d−1 with a more general positive finite measure µ, and this is
naturally extend to a measure ν on M1,d by

(8.11)

∫

M1,d

Fdν :=

∫

Sd−1

(∫

〈ω〉⊥
F (ω, v) dv

)
dµ(ω).

Theorem 8.5 (Lower bounds for restricted X-ray transforms). Suppose d ≥ 2 and that
0 < p, q ≤ 1 satisfy (8.4). Then

(8.12) ‖Xf‖Lq(dν) ≥ C(µ)‖f‖Lp(Rd)

for all nonnegative measurable functions f : Rd → R
+, where

C(µ) :=

(∫

(Sd−1)d
|ω1 ∧ · · · ∧ ωd|

dq
d−1

(

1
p
−1

)

dµ(ω1) · · · dµ(ωd)

) 1
dq

.

Proof. If ω1, . . . , ωd ∈ S
d−1 are linearly independent, then by the Loomis–Whitney inequal-

ity (Theorem 2.1(i)) combined with suitable linear changes of variables (see for example
[10, Appendix A]) we have

(8.13)

∫

Rd−1

d∏

j=1

fi(Pωix)
1

d−1 dx ≤ |ω1 ∧ · · · ∧ ωd|
− 1

d−1

d∏

i=1

(∫

〈ωi〉⊥
fi

) 1
d−1

for any measurable fi : 〈ωi〉
⊥ → R

+. We refer to [21, Section 9.2] for an alternative proof
of this affine-invariant form of the Loomis–Whitney inequality. For this inequality (as in
Theorem 2.1(ii)) we have the adjoint inequality

(8.14) ‖f‖Lp(Rd) ≤ |ω1 ∧ · · · ∧ ωd|
− 1

d−1

(

1
p
−1

) d∏

i=1

‖(Pωi)∗f‖
1
d

Lq(〈ωi〉⊥)
,

thanks to (8.4). Applying (8.7) it follows that

(8.15) |ω1 ∧ · · · ∧ ωd|
dq
d−1

(

1
p
−1

)

‖f‖dq
Lp(Rd)

≤

d∏

i=1

‖Xf(ωi, ·)‖
q
Lq(〈ωi〉⊥)

.

The inequality (8.12) now follows on integrating in ωi with respect to the measure µ for
each i, and then applying (8.11). �

Remark 8.6. Evidently Theorem 8.5 only has content for measures µ for which C(µ) is
nonzero, a condition that is manifestly independent of the choice of p 6= 1. This happens
if and only if the support of µ is not contained in any great sphere. This geometric
condition is easily seen to be best-possible for p 6= 1. For example, if µ is supported
in the great sphere perpendicular to ed, and f is the indicator function of the cylinder
{x = (x′, xd) ∈ R

d : x′ ∈ R
d−1, |x′| ≤ 1, |xd| ≤ δ} then Xf(ω, v) ≤ 1 for ω ∈ supp(µ)

and v belonging to a set of measure approximately δ, and vanishes otherwise. Hence

‖Xf‖Lq(dν) . δ
1
q and ‖f‖p ∼ δ

1
p . Thus if ‖f‖Lp(Rd) . ‖Xf‖Lq(dν) then necessarily p = q,

which forces p = 1 by (8.4). We remark that the condition (8.4) continues to be best-
possible in Theorem 8.5 as the standard scaling argument is not sensitive to the choice of
measure µ.
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Theorem 8.1 may be generalized to the k-plane transform

Tk,df(π, y) :=

∫

π
f(x+ y)dλπ(x),

where the Grassmannian manifoldMk,d of affine k-planes is parametrized by a k-dimensional

subspace π and an element y ∈ π⊥.

Theorem 8.7 (Lower bound for the k-plane transform). Suppose that 0 < p, q ≤ 1, d ≥ 2
and 1 ≤ k ≤ d− 1. Then there exists a positive constant C = Cp,q,d,k such that

(8.16) ‖Tk,df‖Lq(Mk,d) ≥ C‖f‖p

for all nonnegative measurable functions f : Rd → R
+ if and only if

(8.17)
1

d

(
1−

1

q

)
=

1

d− k

(
1−

1

p

)
.

Moreover, in all such cases we may take C = 1.

Proof. That (8.16) implies (8.17) follows by scaling.
For a k-dimensional subspace π let Pπ be the orthogonal projection of Rd onto π⊥. Next

we let (Ei)
n
i=1 be an enumeration of the k-dimensional coordinate subspaces of Rd, so that

Ei = 〈ej〉j∈Si where Si is a subset of {1, . . . , d} of cardinality k. Evidently n =
( d
d−k

)
and

#{i : j ∈ Si} =

(
d− 1

d− k − 1

)

for each 1 ≤ j ≤ d. Hence if ci =
( d−1
d−k−1

)−1
for each i,

((PEi)
n
i=1, (ci)

n
i=1)

is a Brascamp–Lieb datum of Finner type (see Remark 2.3), and so

(8.18) BL((PEi)
n
i=1, (ci)

n
i=1) = 1.

By rotation invariance (or by selecting a different orthonormal basis of Rd) it follows that

BL((PρEi)
n
i=1, (ci)

n
i=1) = 1

for all rotations ρ of Rd. Taking suitable adjoints of these Brascamp–Lieb inequalities and
arguing as in the proof of Theorem 8.1 we have

‖f‖q
Lp(Rd)

≤
n∏

i=1

‖(PρEi)∗f‖
q
n

Lq((ρEi)⊥)

=
n∏

i=1

‖Tk,df(ρEi, ·)‖
q
n

Lq((ρEi)⊥)

≤
1

n

n∑

i=1

‖Tk,df(ρEi, ·)‖
q
Lq((ρEi)⊥)

.

(8.19)

Here we have used the fact that
(

d− 1

d− k − 1

)−1(
1−

1

p

)
=

(
d

d− k

)−1(
1−

1

q

)

by (8.17). The inequality (8.16) follows from (8.19) by averaging in ρ. �
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Remark 8.8. Theorem 8.7 is somewhat similar in spirit to certain slicing problems in
convex geometry, such as Bourgain’s slicing problem, which may also be interpreted as
lower bounds on Radon-like transforms. We refer to [40] for further contextual discussion
and some recent results.

Remark 8.9. An extension of Theorem 8.5 to the k-plane transform is less apparent as
the Brascamp–Lieb constant

(8.20) BL((Pπi)
n
i=1, (ci)

n
i=1)

is rather more mysterious in the intermediate range 1 < k < d − 1; see the proof of
Theorem 8.7. However, it may be possible to sidestep this by adapting the proof of the
forthcoming Theorem 8.10, which uses only X-ray transform estimates. For some recent
discussion of restricted k-plane transforms see [32].

That we may take C = 1 in Theorem 8.7 hints at the following stronger result.

Theorem 8.10 (Monotonicity of k-plane transform norms). Suppose d ≥ 2, 0 < p ≤ 1
and that the exponent pk is given by

(8.21)
1

d

(
1−

1

pk

)
=

1

d− k

(
1−

1

p

)

for each 1 ≤ k ≤ d− 1. Then ‖Tk,df‖Lpk (Mk,d) is nondecreasing in k.

Proof. We are required to show that

(8.22) ‖Tk−1,df‖Lpk−1 (Mk−1,d) ≤ ‖Tk,df‖Lpk (Mk,d)

for all 1 ≤ k ≤ d − 1. Interpreting T0,d as the identity, the case k = 1 (and thus d = 2)
follows from Theorem 8.1. We may therefore suppose that d ≥ 3 and 2 ≤ k ≤ d − 1. Let
π be a (k − 1)-dimensional subspace of Rd. Applying the (d − k + 1)-dimensional X-ray
transform to Tk−1,df(π, ·) on the euclidean space π⊥ we have

(8.23) X (Tk−1,df(π, ·)) (ω, v) = Tk,df(π ⊕ 〈ω〉, v)

where ω is a unit vector in π⊥ and v ∈ (π ⊕ 〈ω〉)⊥, the orthogonal complement of 〈ω〉 in
π⊥. Applying Theorem 8.1 and using (8.21) we have

‖Tk−1,df(π, ·)‖
pk
Lpk−1 (π⊥)

≤

∫ ∫

(π⊕〈ω〉)⊥
Tk,df(π ⊕ 〈ω〉, v)pkdvdσπ⊥(ω),

where dσπ⊥ denotes normalized surface measure on the unit sphere of π⊥. Integrating in
π and taking roots we obtain

‖Tk−1,df‖Lpk
π L

pk−1
y

≤ ‖Tk,df‖Lpk (Mk,d).

The claimed inequality (8.22) now follows by Hölder’s inequality since pk−1 ≤ pk. �

As a corollary of Theorem 8.10 we have the following sharp entropy inequalities.

Corollary 8.11 (Monotonicity of k-plane transform entropies). The sequence of normal-
ized entropies

(8.24)
1

d− k
h(Tk,df)
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is nondecreasing, and in particular,

(8.25) h(Tk,df) ≥

(
d− k

d

)
h(f)

for all 1 ≤ k ≤ d− 1.

Corollary 8.11 follows as a certain p → 1 limit of (8.22). A very similar argument may
be found in Section 5, and so we leave the details to the interested reader.

Remark 8.12. The inequality (8.25) is easily seen to hold with equality when f(x) =

e−π|x|2. Indeed for these extremising inputs the sequence of normalized entropies (8.24)
is identically 1. Corollary 8.11 may also be proved directly from entropy Brascamp–Lieb
inequalities by suitably adapting our arguments.

The arguments of this section are also effective when p > 1 via the reverse adjoint
Brascamp–Lieb inequality of Theorem 3.1. For the X-ray transform we have the following.

Theorem 8.13. Suppose d ≥ 2, 1 < p < ∞ and 0 < q < 1. If 1 < r < ∞ satisfies

(8.26)

(
1

q
−

1

p

)(
1−

1

r

)
=

1

d− 1

(
1−

1

p

)(
1

q
− 1

)
,

then there exists a constant C > 0 such that

(8.27) C‖Xf‖
1
q
− 1

p

L∞
ω Lr

v
≤ ‖f‖

1
q
−1

p ‖Xf‖
1− 1

p

Lq
ω,v

for all nonnegative functions f : Rd → R
+. Morever, if the condition (8.26) is not satisfied

then (8.27) fails for all positive C.

Proof. That the condition (8.26) is necessary follows by the usual scaling argument.
Applying Theorem 3.1 to the affine-invariant Loomis–Whitney inequality (8.13) we

have,

(8.28) |ω1 ∧ · · · ∧ ωd|
1

d−1
(1− 1

p
)
‖(Pωd

)∗f‖
θd
pd

≤ ‖f‖p

d−1∏

i=1

‖(Pωi)∗f‖
−θi
pi ,

where −θ1, . . . ,−θd−1, θd > 0, 0 < p1, . . . , pd−1 ≤ 1 and p, pd ≥ 1 satisfy θ1 + · · ·+ θd = 1

and θi

(
1− 1

pi

)
= 1

d−1

(
1− 1

p

)
for each j. Setting p1 = · · · = pd−1 = q and

−θ1 = · · · = −θd−1 =
1

d− 1

(
1−

1

p

)
/

(
1

q
− 1

)

it follows that

θd =

(
1

q
−

1

p

)
/

(
1

q
− 1

)
.

Furthermore, we have pd = r by (8.26). Therefore, (8.28) becomes

(8.29) |ω1∧· · ·∧ωd|
1

d−1
(1− 1

p
)
‖(Pωd

)∗f‖

(

1
q
− 1

p

)

/
(

1
q
−1

)

r ≤ ‖f‖p

d−1∏

i=1

‖(Pωi)∗f‖
1

d−1

(

1− 1
p

)

/
(

1
q
−1

)

q .

Raising this to a suitable power and integrating with respect to ω1, . . . , ωd−1 we obtain

(8.30) C‖Xf‖
1
q
− 1

p

Lr
v(〈ωd〉⊥)

≤ ‖f‖
1
q
−1

p ‖Xf‖
1− 1

p

Lq
ω,v

,
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where

(8.31) C =

(∫

(Sd−1)d−1

|ω1 ∧ · · · ∧ ωd|
1−qdσ(ω1) · · · dσ(ωd−1)

) 1
d−1

(

1− 1
p

)

1
q

.

By rotation-invariance this positive expression is independent of ωd, and so (8.27) follows
from (8.30) on taking a supremum in ωd. �

Remark 8.14. The inequality (8.27) captures a certain “Lp-self-improving” property of
Xf , as the simple two-dimensional example

‖Xf‖2
L∞
ω L

4
3
v

. ‖f‖2‖Xf‖
L

2
3
ω,v

illustrates. On a superficial level these inequalities are reminiscent of Nash’s inequality

‖f‖
1+ 2

d

L2(Rd)
. ‖f‖

2
d

L1(Rd)
‖(−∆)

1
2 f‖L2(R),

which may be written in terms of the X-ray transform as

‖(−∆v)
1
4Xf‖

1+ 1
d

L2
ω,v

. ‖f‖
2
d

L1(Rd)
‖|(−∆v)

3
4Xf‖L2

ω,v
.

Remark 8.15. The constant C in the statement of Theorem 8.13 may be evaluated
somewhat explicitly. From the proof of Theorem 8.13 we have

(8.32) C(d−1)p′q =

∫

(Sd−1)d
|ω1 ∧ · · · ∧ ωd|

adσ(ω1) · · · dσ(ωd−1)

where a = 1− q. Consider the gaussian integral

(8.33)

∫

(Rd)d
|x1 ∧ · · · ∧ xd|

ae−π(|x1|2+···+|xd|
2) dx1 . . . dxd.

On the one hand, by polar coordinates in each of the variables x1, . . . , xd ∈ R
d, together

with (8.32) and the standard identity

(8.34)

∫ ∞

0
rα−1e−πr2 dr =

Γ(α2 )

2π
α
2

for any α > 0, we see that the integral (8.33) evaluates to

C(d−1)p′q

(
Γ(d+a

2 )

π
a
2Γ(d2 )

)d

.

On the other hand, we have the base times height formula

|x1 ∧ · · · ∧ xd| =

d−1∏

ℓ=0

dist(xℓ+1, span(x1, . . . , xℓ)).

For any ℓ-dimensional subspace V of Rd, a polar decomposition in V and V ⊥ separately
using (8.34) reveals that

∫
Rd dist(xℓ+1, V )ae−π|xℓ+1|

2
dxℓ+1∫

Rd e−π|xℓ+1|2 dxℓ+1

= π− a
2
Γ(d−ℓ+a

2 )

Γ(d−ℓ
2 )

.

As is well known, the denominator on the left-hand side is equal to 1. Setting V =
span(x1, . . . , xℓ) and using the Fubini–Tonelli theorem repeatedly (noting that x1, . . . , xd
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are linearly independent outside of a set of measure zero), we conclude that (8.33) also
evaluates to

d−1∏

ℓ=0

π− a
2
Γ(d−ℓ+a

2 )

Γ(d−ℓ
2 )

.

Comparing the two formulae, we conclude that

(8.35) C =

(
d−1∏

ℓ=0

Γ(d2)Γ(
d−ℓ+1−q

2 )

Γ(d+1−q
2 )Γ(d−ℓ

2 )

) 1
d−1

(

1− 1
p

)

1
q

.

This formula is implicit in [48], where expressions for the (ostensibly integer) moments of
volumes of various random simplices in R

d are provided; see Theorem 2 and its proof.

Remark 8.16. Theorem 8.13 may be generalized to the setting of the k-plane transform
for all 1 ≤ k ≤ d − 1, although now the expression for the constant C is in general less
explicit, involving an integral of a negative power of the Brascamp–Lieb constant (8.20)
with respect to the k-dimensional subspaces π1, . . . , πn. That this constant C is positive
at least follows from (8.18) and the stability theory of Brascamp–Lieb constants [13]. We
leave the details to the interested reader.

As may be expected, the arguments of this section may be combined with the adjoints
of more general inequalities of Brascamp–Lieb type, leading to lower bounds on other
tomographic transforms. In Section 9 we illustrate this with an example related to the
spherical Radon transform.

9. Nonlinear analogues

The arguments that we use to establish the adjoint Brascamp–Lieb inequalities in Sec-
tion 3 make no specific use of the linear or algebraic structure of the underlying measure
spaces. This is already aparent in Section 2, where the adjoint Finner–Brascamp–Lieb
inequality is presented in the setting of general (product) measure spaces. As a result
various generalisations of the Brascamp–Lieb inequality (1.1) known for functions defined
on manifolds, or for nonlinear maps Bj , may be seen to admit such adjoints. In this
section we formulate our adjoint Brascamp–Lieb inequality in a suitably abstract setting
and illustrate its applicability with some examples.

Let (Ω,S, µ) and (Ωi,Si, µi) be measure spaces and suppose that φi : Ω → Ωi is a
measurable function for each 1 ≤ i ≤ k. Suppose further that the pushforward of the
measure µ by φi is absolutely continuous with respect to µi for each i. For a nonnegative
measurable function f : Ω → R we may then define its pushforward (φi)∗f : Ωi → R via
the formula

(9.1)

∫

Ωi

(φi)∗f(xi)g(xi)dµi(xi) =

∫

Ω
f(x)g(φi(x))dµ(x).

Theorem 9.1 (Abstract adjoint inequality). Suppose 0 < p ≤ 1 and the exponents pi
satisfy (1.8). If there exists a finite constant C such that

(9.2)

∫

Ω

k∏

i=1

fi(φi(x))
cidµ(x) ≤ C

k∏

i=1

(∫

Ωj

fi(xi)dµi(xi)

)ci



Adjoint Brascamp–Lieb inequalities 39

for all nonnegative functions fi on Ωi, then

(9.3) ‖f‖Lp(dµ) ≤ C
1
p
−1

k∏

i=1

‖(φi)∗f‖
θi
Lpi(dµi)

for all nonnegative functions f on Ω.

The proof of this theorem is a routine adaptation of the arguments in Sections 2 and 3,
and is left to the reader.

Applying Theorem 9.1 to the nonlinear Brascamp–Lieb inequality of [12] we obtain the
following.

Corollary 9.2. If Bi : R
d → R

di are smooth submersions in a neighbourhood of a point
x0 ∈ R

d and ε > 0, then there exists δ > 0 such that

(9.4) ‖f‖Lp(B(x0,δ)) ≤ (1 + ε)BL(dB(x0), c)
1
p
−1

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

for all nonnegative measurable functions f on R
d.

The inequality (9.4) is of course local in nature and may be viewed as a perturbation
of the adjoint Brascamp–Lieb inequality (3.2) where the underlying euclidean spaces are
effectively replaced with smooth manifolds, and the linear surjections Bi replaced with
smooth submersions in a neighbourhood of a point. In certain situations, where the man-
ifolds (and mappings Bi) are suitably symmetric, global statements with sharp constants
are also available – see for example [19], [4], [6]. A notable example arises from the ana-
logue of Young’s inequality on the sphere due to Carlen, Lieb and Loss [22]. For d ≥ 2
this states that

(9.5)

∫

Sd−1

d∏

i=1

fi(xi)
1
2 dσ(x) ≤

d∏

i=1

(∫ 1

−1
fi(t)dν(t)

) 1
2

,

where dσ is the normalised surface measure on S
d−1 and dν is the (common) pushforward

of dσ by the spherical coordinate maps πi(x) := xi; explicitly, dν(t) =
|Sd−2|
|Sd−1|

(1− t2)
d−3
2 dt.

This inequality is sharp, and equality holds if and only if each fi is a constant function.
In addition to being global, (9.5) differs from (9.4) in that the curvature of the underlying
manifold plays a role. Applying Theorem 9.1 to (9.5) we obtain the following.

Corollary 9.3 (Adjoint Carlen–Lieb–Loss). Suppose that 0 < p ≤ 1 and θ1, . . . , θd are

positive and sum to 1. If p1, . . . , pd are such that θi

(
1− 1

pi

)
= 1

2

(
1− 1

p

)
for all 1 ≤ i ≤ d,

then

(9.6) ‖f‖Lp(dσ) ≤
d∏

i=1

‖(πi)∗f‖
θi
Lpi(dν)

for all nonnegative measurable functions f on S
d−1.

Corollary 9.3 may be interpreted as a statement about the spherical Radon-like aver-
aging operator

Rf(ω, t) :=

∫

Sd−1

f(x)dσω,t(x),



40 J. Bennett and T. Tao

which averages a function f : Sd−1 → R
+ on the (d− 2)-dimensional sphere

S
d−1 ∩ {x ∈ R

d : ω · x = t}

for each for ω ∈ S
d−1 and t ∈ (−1, 1); explicitly

dσω,t(x) =
|Sd−1|

|Sd−2|
(1− t2)−

d−3
2 δ(x · ω − t)dσ(x).

Recalling that the pushforwards (πi)∗ are defined by (9.1) with measures dµ := dσ and
dµi := dν, it follows that

(9.7) (πi)∗f(t) = Rf(ei, t)

for each 1 ≤ i ≤ d and t ∈ (−1, 1). In particular, and as dσ and dν are probability
measures, we see that equality holds in (9.6) when f is a constant function.

Remark 9.4. A similar procedure can be applied to the discrete Brascamp–Lieb in-
equality on the symmetric group Sn established in [23, (1.4)]; we leave the details to the
interested reader.

Returning to the perspective of Section 8, we have the following simple application of
Corollary 9.3.

Theorem 9.5. Suppose that d ≥ 2 and that 0 < p, q ≤ 1 satisfy

(9.8)
1

d

(
1−

1

q

)
≥

1

2

(
1−

1

p

)
.

Then

(9.9) ‖Rf‖Lq(d(ν×σ)) ≥ ‖f‖Lp(dσ)

for all nonnegative measurable functions f on S
d−1.

Proof. By Hölder’s inequality it suffices to establish (9.9) on the line

(9.10)
1

d

(
1−

1

q

)
=

1

2

(
1−

1

p

)
.

For x, ω ∈ S
d−1 let Pωx = x · ω, the component of x in the direction ω. We caution that

this notation differs from that in Section 8. Viewing Pω as a mapping from S
d−1 to [−1, 1],

it follows from (9.7) and a rotation that

(9.11) Rf(ω, t) = (Pω)∗f(t)

for each t ∈ (−1, 1). Now, for each orthonormal basis {ω1, . . . , ωd} of Rd we have that

(9.12) ‖f‖Lp(dσ) ≤
d∏

i=1

‖(Pωi)∗f‖
1
d

Lq(dν)

by applying a suitable rotation to (9.6). Here we have also used (9.10). By the AM-GM
inequality it follows that

‖f‖qLp(dσ) ≤
1

d

d∑

i=1

‖(Pωi)∗f‖
q
Lq(dν).

The inequality (9.9) now follows on applying (9.11) and averaging over all choices of
orthonormal basis {ω1, . . . , ωd}. �
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There are additional nonlinear Brascamp–Lieb inequalities not covered by the results
of [12], in which the underlying linear Brascamp–Lieb constant is infinite, but the non-
linear bound still holds due to higher order nondegeneracy conditions. In the case when
k = 2 and d1, d2 = d − 1, for instance, estimates of this form (with the optimal range
of exponents c1, c2) were established by Tao–Wright [52] and Stovall [51] (being closely
related to Lp improving estimates for Radon transforms along curves), and could be in-
serted into Theorem 9.1 to obtain corresponding adjoint inequalities. Similarly for the
algebraic Brascamp–Lieb inequalities of Duncan [33]. We leave the details of these adjoint
inequalities to the interested reader.

10. Open questions

Question 10.1 (Improved Hölder inequality for Gowers norms). Does (2.11) hold for
some ε > 0?

Question 10.2 (Gaussian-stable data). What are the necessary and sufficient conditions
for a Brascamp–Lieb datum (B, c) to be gaussian-stable in the sense of Definition 7.1?

Question 10.3 (Lower bounds on restricted k-plane transforms). What is the natural
generalization of Theorem 8.5 to the k-plane transform?

Question 10.4 (Sharp k-plane transform estimates). Might we expect an explicit sharp
form of Theorem 8.7 in the spirit of the conjectures of Baernstein and Loss [3]?

Question 10.5 (A nonlinear adjoint Brascamp–Lieb inequality). Can (9.4) be strength-
ened to

‖f‖Lp(B(x0,δ)) ≤ (1 + ε)ABL(dB(x0), c, θ, p)

k∏

i=1

‖(Bi)∗f‖
θi
Lpi(Rdi )

?

Question 10.6 (Density of gaussian extremisable data). Is the set of gaussian extremiz-
able Brascamp–Lieb data (B, c) dense in the set of all feasible Brascamp–Lieb data? This
question is motivated by Remark 4.1.

Question 10.7 (Lp version of ABBN inequality). In Section 5 it was shown that the
entropy Brascamp–Lieb inequalities from [24] could be viewed as the limiting case (as
p → 1) of the adjoint Brascamp–Lieb inequalities established in this paper. Could the
monotonicity of Shannon entropy conjectured by Lieb [41] and established in [2] similarly
be the limiting case of some Lp inequality?

Question 10.8 (Relation to reverse Brascamp–Lieb inequalities). Is there any relation
or analogue of the adjoint Brascamp–Lieb inequalities to the reverse Brascamp–Lieb in-
equality of Barthe [5], or more generally to the forward–reverse Brascamp–Lieb inequality
of Liu–Courtade–Cuff–Verdú [43]?
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Inst. Math. Sci. (RIMS), Kyoto, 2021.

[12] Jonathan Bennett, Neal Bez, Stefan Buschenhenke, Michael G. Cowling, and Taryn C. Flock. On the
nonlinear Brascamp-Lieb inequality. Duke Math. J., 169(17):3291–3338, 2020.

[13] Jonathan Bennett, Neal Bez, Michael G. Cowling, and Taryn C. Flock. Behaviour of the Brascamp-
Lieb constant. Bull. Lond. Math. Soc., 49(3):512–518, 2017.

[14] Jonathan Bennett, Anthony Carbery, Michael Christ, and Terence Tao. The Brascamp-Lieb inequal-
ities: finiteness, structure and extremals. Geom. Funct. Anal., 17(5):1343–1415, 2008.

[15] Jonathan Bennett, Anthony Carbery, Michael Christ, and Terence Tao. Finite bounds for Hölder-
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