# UNIVERSITYOF <br> BIRMINGHAM 

# On the structure of optimal solutions in a mathematical programming problem in a convex space 

Piunovskiy, Alexey; Zhang, Yi

DOI:
10.1016/j.orl.2023.07.006

License:
Creative Commons: Attribution (CC BY)

## Document Version

Publisher's PDF, also known as Version of record
Citation for published version (Harvard):
Piunovskiy, A \& Zhang, Y 2023, 'On the structure of optimal solutions in a mathematical programming problem in a convex space', Operations Research Letters, vol. 51, no. 5, pp. 488-493.
https://doi.org/10.1016/j.orl.2023.07.006

Link to publication on Research at Birmingham portal

## General rights

Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes permitted by law.

> -Users may freely distribute the URL that is used to identify this publication.
> -Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private study or non-commercial research.
> -User may use extracts from the document in line with the concept of 'fair dealing' under the Copyright, Designs and Patents Act 1988 (?)
> -Users may not further distribute the material nor use it for the purposes of commercial gain.
> Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.
> When citing, please reference the published version.

## Take down policy

While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been uploaded in error or has been deemed to be commercially or otherwise sensitive.
If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to the work immediately and investigate.

# On the structure of optimal solutions in a mathematical programming problem in a convex space 

Alexey Piunovskiy ${ }^{\text {a }}$, Yi Zhang ${ }^{\text {b,* }}$<br>${ }^{\text {a }}$ Department of Mathematical Sciences, University of Liverpool, Liverpool, L69 7ZL, UK<br>${ }^{\text {b }}$ School of Mathematics, University of Birmingham, Birmingham, B15 2TT, UK

## A R T I C L E I N F O

## Article history:

Received 9 May 2023
Received in revised form 14 July 2023
Accepted 20 July 2023
Available online 28 July 2023

## Keywords:

Feinberg-Shwartz lemma
Extreme point
Mixed optimal solution
Problem with constraints


#### Abstract

We consider an optimization problem in a convex space $E$ with an affine objective function, subject to $J$ affine constraints, where $J$ is a given nonnegative integer. We apply the Feinberg-Shwartz lemma in finite dimensional convex analysis to show that there exists an optimal solution, which is in the form of a convex combination of no more than $J+1$ extreme points of $E$. The concerned problem does not seem to fit into the framework of standard convex optimization problems.
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## 1. Introduction

In the literature of convex analysis and optimization, see e.g., [1,2,10,13,14], the standard definition of a convex set is a convex subset of a vector space. It has been noticed that the requirement that a convex set to be embedded into a vector space is restrictive for several applications in e.g., decision theory and petroleum engineering, see $[8,9]$ for some discussions and historical remarks. The natural generalization is to consider the so called convex space or convex structure, where only operations of finite convex combinations are defined, without involving a vector space, see [6]. Affine functions can be defined on a convex space in the same way as on a convex set in a vector space. According to [7, Theorem 4], a convex space is isomorphic to a convex set in a cone, rather than a vector space, where the cone is defined again without referring to a vector space, see the precise definitions in Subsection 2.1. Therefore, in terms of terminology, we will talk about convex sets in a cone, instead of convex spaces.

In this paper, we consider an optimization problem in a convex set in a cone with an $(-\infty, \infty]$-valued affine objective function on it, and subject to constraint inequalities on other $J$ affine functions, where $J \geq 0$ is a fixed nonnegative integer.

Our contributions are as follows. For an optimization problem in a convex set $E$ in a cone with an $(-\infty, \infty]$-valued affine objec-

[^0]tive function on it, and subject to constraint inequalities on other $J$ affine functions, we impose suitable conditions under which we show that this problem has an optimal solution which is in the form of a convex combination of no more than $J+1$ extreme points in $E$. In [11, Subsection 3.2.5], a similar result was obtained for $E$ being a metrizable compact convex subspace of a locally convex Hausdorff space, where the latter requirement was inaccurately missing. Here, the conditions are more general in that we assume the consistency of the problem, and the compactness of the convex set $E$ in a cone, which is not necessarily metrizable, as well as the totality of the space of bounded below lower semicontinuous affine functions on $E$. The application of this result to Markov decision processes will be demonstrated in [12]. The present paper can also be viewed as an application of the Feinberg-Shwartz lemma in [5] in finite dimensional convex analysis, quoted as Proposition 3.1 below, on which our proof is based.

The rest of the paper is organized as follows. In Section 2, we provide basic definitions and present the main result. Section 3 collects auxiliary lemmas and facts. The proof of the main theorem is presented in Section 4. The paper ends with a conclusion in Section 5.

## 2. Problem statement and main result

In this section, we state the concerned optimization problem. Before that, we provide some definitions that are directly involved in the problem statement and main result to be presented. Although the objects to be defined are all standard in the context of convex sets in a vector space, we need to consider their natu-
ral generalizations in the context of convex sets in a cone, or say convex spaces.

### 2.1. Basic definitions

To begin with, we define a cone without involving a vector space as follows.

Definition 2.1 (Cone). Consider a nonempty set $X$ with an element $\mathbf{0} \in X$ and the operations of addition, denoted as $x+y \in X$ for $x, y \in X$, and scalar multiplication by non-negative real numbers, denoted as $a x \in X$ for all $x \in X$ and $a \in[0, \infty)$. The set $X$ is called a cone (over $[0, \infty)$ ) if it satisfies the following conditions:

- $a(x+y)=a x+a y$ for all $a \in[0, \infty)$ and $x, y \in X$;
- $a(b x)=(a b) x$ for all $a, b \in[0, \infty)$ and $x \in X$;
- $1 x=x$ and $0 x=\mathbf{0}$ for all $x \in X$;
- $x+y=y+x$ for all $x, y \in X$;
- $x+(y+z)=(x+y)+z$ for all $x, y, z \in X$;
- $(a+b) x=a x+b x$ for all $a, b \in[0, \infty)$ and $x \in X$;
- $x+\mathbf{0}=x$ for all $x \in X$.

The above definition is close to the one of a cone with a zero on p. 93 of [8]. The only difference is that in [8], a cone is further required to be cancellative. A cone is called cancellative if for any $y, z \in X$, if for some $x \in X$, it holds that $x+y=x+z$, then $y=z$. Here we do not require this property to hold for the concerned set to be a cone. An example of a cone (over $[0, \infty)$ ) which is not cancellative is $X=[0, \infty]$ with the usual addition and scalar multiplication, $\mathbf{0}=0,0 \cdot \infty:=0$, because for $y, z \in X, \infty+y=$ $\infty+z$ (both sides being $\infty$ ) does not imply $y=z$.

Definition 2.2 (Convex set). A subset $E$ of a cone $X$ is called a convex set (in $X$ ) if $\alpha x+(1-\alpha) y \in E$ for all $x, y \in E$ and $\alpha \in[0,1]$. A subset of $E$ is called a convex subset of $E$ if it is a convex set in $X$.

Let us say a few words about terminologies. In view of [8, Theorem 4], we may well call the above defined convex set in a cone a convex space: this is consistent with the definition of a convex space in [6]. In the literature, by a convex set it is often meant a convex subset of a vector space. A vector space is a particular cone. Here and below, by a convex set, unless stated otherwise, we always mean a convex set in a cone, not necessarily in a vector space. Some results need the convex set to be a subset of a vector space, see, for instance, Example 3.1 below. When this is to be emphasized, we will say explicitly that the convex set is in the underlying vector space.

For example, the set $X$ of all $[0, \infty]$-valued measures on a given measurable space $(\Omega, \mathcal{F})$, with the usual addition and scalar multiplication, is a non-cancellative cone, and one can consider convex subsets of this convex cone of $[0, \infty]$-valued measures on a $\sigma$ algebra $\mathcal{B}$. This is the situation that arises in studies of Markov decision processes with total undiscounted criteria, where the occupation measures form a convex set in the cone of $[0, \infty]$-valued measures, which in general cannot be embedded into a vector space, see [3,4].

Definition 2.3 (Face and extreme point). Let $E$ be a nonempty convex set. A nonempty subset $D \subseteq E$ is called an extreme subset of $E$, if for each point $u \in D$, the representation $u=\alpha u_{1}+(1-\alpha) u_{2}$ with $\alpha \in(0,1), u_{1}, u_{2} \in E$ implies that $u_{1}, u_{2} \in D$. A point $u \in E$ is called an extreme point of $E$ if the singleton $\{u\}$ is an extreme subset of $E$. An extreme subset of $E$ may be non-convex. E.g., a pair of distinct extreme points forms such a non-convex extreme subset. A convex extreme subset of $E$ is called a face of $E$.

Suppose in the above definition, the convex set $E$ has a topology on it. Then by a closed extreme subset (or face) of $E$ we mean a closed subset of $E$, which is also an extreme subset (respectively, a face) of $E$.

Definition 2.4 (Affine function). A $(-\infty,+\infty]$-valued function $f(\cdot)$ defined on a convex set $E$ in a cone is called affine if
$f\left(\alpha x_{1}+(1-\alpha) x_{2}\right)=\alpha f\left(x_{1}\right)+(1-\alpha) f\left(x_{2}\right)$
for all $x_{1}, x_{2} \in E$ and all $\alpha \in[0,1]$.

In the above definition, we used the same notation for the addition and scalar multiplication in the underlying cone and in $(-\infty, \infty]$. The context should exclude any confusion.

### 2.2. Problem statement and main result

Now we state the concerned optimization problem.
Consider a nonempty convex set $E$ in a cone, and endow $E$ with some topology. This topology on $E$ needs not be consistent with the linear operations (addition and scalar multiplication). Let $\hat{\mathcal{C}}(E)$ be the family of $(-\infty,+\infty]$-valued bounded from below lower semicontinuous affine functions on $E$. As in [7, p.222], we call $\hat{\mathcal{C}}(E)$ total if for each $x, y \in E$ with $x \neq y$, there is some function $f \in \hat{\mathcal{C}}(E)$ such that $f\left(x_{1}\right) \neq f\left(x_{2}\right)$.

Let $W_{0}(\cdot), W_{1}(\cdot), \ldots, W_{J}(\cdot) \in \hat{\mathcal{C}}(E)$ be given. We consider the following optimization problem

## Minimize over $x \in E: W_{0}(x)$

subject to $W_{j}(x) \leq d_{j}, j=1,2, \ldots, J$,
where $d_{j} \in \mathbb{R}$ are fixed constants and $J \geq 0$. The case of $J=0$ corresponds to the absence of constraint inequalities in problem (1).

In the context of problem (1), any point in $E$ will be referred to as a solution (for problem (1)). A solution is called feasible for problem (1) if it satisfies the constraints in it. If $J=0$, then every solution is feasible. Problem (1) is called consistent, if it has some feasible solutions. A feasible solution $x^{*} \in E$ is called an optimal solution for problem (1) if $W_{0}\left(x^{*}\right) \leq W_{0}(x)$ for all feasible solutions $x \in E$.

Now we present our main result.

Theorem 2.1. Suppose that the nonempty convex set $E$ (in a cone) is compact, problem (1) is consistent, and $\hat{\mathcal{C}}(E)$ is total. Then there exists an optimal solution, say $x^{*} \in E$, for problem (1) in the form of a convex combination of at most $J+1$ extreme points in $E$, i.e., $x^{*}=\sum_{k=1}^{J+1} \alpha_{k} x_{k}$, where $\alpha_{k} \in[0,1], \sum_{k=1}^{J+1} \alpha_{k}=1$, and $x_{k}$ is extreme in $E$ for each $k=$ $1,2, \ldots, J+1$.

Remark 2.1. In the special case of $E$ being a convex compact subset of $\mathbb{R}^{n}$ endowed with the Euclidean topology, if problem (1) is consistent, then it has an optimal solution $x^{*}$, which, by the Caratheodory theorem, can be expressed as a convex combination of no more than $n+1$ extreme points of $E$. What is new here, is that in case $J<n, J+1$ extreme points are enough.

## 3. Preliminary results

In this section, we present some lemmas and recall some further facts, which are needed in the proof of the main theorem. Lemmas 3.1 and 3.2 are immediate consequences of the relevant definitions, and their proofs are omitted.

Lemma 3.1. If $E_{1}$ is an extreme subset of $E_{0}$, whereas $E_{0}$ is an extreme subset of a nonempty convex set $E$, then $E_{1}$ is also an extreme subset of $E$. In particular, a face of a face of a nonempty convex set $E$ is also a face of $E$.

Lemma 3.2. Consider a nonempty convex set $E$, which is endowed with a topology. Let I be an arbitrary nonempty index set. If $E_{i}, i \in I$, are extreme subsets (or faces) of $E$ and $\bigcap_{i \in I} E_{i} \neq \emptyset$, then $\bigcap_{i \in I} E_{i}$ is an extreme subset (respectively, face) of $E$. In particular, if $E_{i}, i \in I$, are closed extreme subsets (or faces) of $E$ and $\bigcap_{i \in I} E_{i} \neq \emptyset$, then $\bigcap_{i \in I} E_{i}$ is a closed extreme subset (respectively, face) of $E$.

Given a nonempty convex set $E$ (in a cone $X$ ), the minimal face of $E$ that contains a point $u \in E$, i.e., the intersection of all the faces of $E$ containing $u$, is denoted by $G_{E}(u)$.

Definition 3.1 (Pareto optimality). Let $E$ be a fixed nonempty convex set in the cone $(-\infty, \infty]^{J+1}$ with some nonnegative integer $J$. A point $u \in E$ is called Pareto optimal if, for each $v \in E$, the component-wise inequality $v \leq u$ implies that $v=u$. The collection of all Pareto optimal points is denoted by $\operatorname{Par}(E)$.

Let $J \geq 0$ be a fixed nonnegative integer. Consider a nonempty convex set $E$ in $\mathbb{R}^{J+1}$, and $\vec{u}=\left(u_{0}, \ldots, u_{J}\right) \in \operatorname{Par}(E)$. The next useful result of Feinberg and Shwartz, see Lemma 3.2 of [5], gives a structure of $G_{E}(\vec{u})$.

Proposition 3.1 (Feinberg and Shwartz). Let $J \geq 0$ be a nonnegative integer. Suppose $E$ is a fixed nonempty convex subset of $\mathbb{R}^{J+1}$, and $\vec{u}=\left(u_{0}, \ldots, u_{J}\right) \in \operatorname{Par}(E)$. Then the following assertions are valid.
(a) $G_{E}(\vec{u}) \subseteq \operatorname{Par}(E)$.
(b) For some $1 \leq k \leq J+1$, and $1 \leq i \leq k$, there are some $\vec{b}^{i}=$ $\left(b_{0}^{i}, \ldots, b_{J}^{i}\right) \in \mathbb{R}^{J+1}$ and $\beta^{i} \in \mathbb{R}$, defining the hyperplanes in $\mathbb{R}^{J+1}$

$$
\begin{aligned}
& H^{i}=\left\{\vec{x}=\left(x_{0}, \ldots, x_{J}\right) \in \mathbb{R}^{j+1}: \sum_{j=0}^{J} b_{j}^{i} x_{j}=\beta^{i}\right\} \\
& i=1,2, \ldots, k
\end{aligned}
$$

satisfying the following properties:
(i) $\vec{b}^{i} \geq 0, \sum_{j=0}^{J} b_{j}^{i}>0$, for $i=1,2, \ldots, k-1$ and $\vec{b}^{k}>0$. Here all the inequalities are component-wise.
(ii) $\sum_{j=0}^{J} b_{j}^{1} x_{j} \geq \beta^{1}$ for all $\vec{x}=\left(x_{0}, \ldots, x_{J}\right) \in E^{0}:=E, \sum_{j=0}^{J} b_{j}^{1} u_{j}$ $=\beta^{1}$; for $i=1,2, \ldots, k-1, \sum_{j=0}^{J} b_{j}^{i+1} x_{j} \geq \beta^{i+1}$ for all $\vec{x}=\left(x_{0}, \ldots, x_{J}\right) \in E^{i}:=E^{i-1} \cap H^{i}$, and $\sum_{j=0}^{J} b_{j}^{i+1} u_{j}=\beta^{i+1}$.
(iii) $G_{E}(\vec{u})=E^{k}:=E^{k-1} \cap H^{k}$.

Proof. See Lemmas 3.1 and 3.2 of [5].

In Proposition 3.1(b), for each $i=1,2, \ldots, k, H^{i}$ is a supporting hyperplane of $E^{i-1}$ at $\vec{u}$.

The proof of Theorem 2.1 is based on an application of the result of Feinberg and Shwartz quoted in Proposition 3.1. We shall refer to it as the Feinberg-Shwartz lemma.

The correctness of the previous result requires $E$ to be a convex subset of $\mathbb{R}^{n}$. More precisely, the next example shows that if $E$ is a nonempty convex subset of the cone $(-\infty, \infty]^{2}$ and $\vec{u} \in \mathbb{R}^{2}$, then Proposition 3.1 may fail to hold.

Example 3.1. Let $E^{\prime} \subseteq \mathbb{R}^{2}$ be a closed disk of radius 0.5 and centered at $(1,1.5)$, and $E=E^{\prime} \cup\left\{\left(\infty, v_{2}\right): v_{2} \in[0,2]\right\}$. Then this set
$E$ is convex in the cone $(-\infty, \infty]^{2}$ with the component-wise addition and scalar multiplication, and $\vec{u}=(1,1)$ is Pareto optimal in $E$. It is also an extreme point of $E$. Thus, $G_{E}(\vec{u})=\{\vec{u}\}$.

If Proposition 3.1 was applicable to this convex set $E$ in the cone $(-\infty, \infty]^{2}$ and the point $\vec{u}=(1,1)$, then there would be nonnegative $b_{1}, b_{2} \geq 0$ with $b_{1}+b_{2}>0$ and a constant $\beta$ such that $b_{1} \cdot 1+b_{2} \cdot 1=\bar{\beta}$ and $b_{1} v_{1}+b_{2} v_{2} \geq \beta$ for all $\vec{v}=\left(v_{1}, v_{2}\right) \in E$.

The requirement of $b_{1} \cdot 1+b_{2} \cdot 1=\beta$ and $b_{1} v_{1}+b_{2} v_{2} \geq \beta$ for all $\vec{v}=\left(v_{1}, v_{2}\right) \in E^{\prime} \subset E$ imply that $b_{1}=0$, and $b_{2}=\beta>0$, as given by the unique supporting hyperplane in $\mathbb{R}^{2}$ of the disk $E^{\prime}$ at $\vec{u}=(1,1)$.

On the other hand, since $0 \cdot \infty:=0$, for $(\infty, 0) \in E, b_{1} \cdot \infty+b_{2}$. $0=0<\beta$, yielding a contradiction.

The next result, in particular, asserts that a nonempty convex compact set $E$ in a cone always has some extreme points, provided that $\hat{\mathcal{C}}(E)$ is total. Its proof is similar to the one of [1, Lemma 7.65].

Lemma 3.3. Suppose $E$ is a nonempty, compact and convex set in a cone. Recall that $\hat{\mathcal{C}}(E)$ is the space of $(-\infty,+\infty]$-valued bounded from below lower semicontinuous affine functions on $E$. Then the following assertions are valid.
(a) Suppose $F$ is a closed extreme subset (or a closed face) of $E$ and $f(\cdot) \in \hat{\mathcal{C}}(E)$. Then

$$
Y:=\left\{x \in F: f(x)=\inf _{\tilde{x} \in F} f(\tilde{x})\right\}
$$

is a closed extreme subset (respectively, a closed face) of $E$.
(b) Assume that $\hat{\mathcal{C}}(E)$ is total, i.e., if $x_{1} \neq x_{2} \in E$, then there is $f(\cdot) \in$ $\hat{\mathcal{C}}(E)$ such that $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. Then each closed face $F$ of $E$ contains at least one extreme point $\hat{x}$ of $E$, and the singleton $\{\hat{x}\}$ is closed. In particular, E has some extreme points.

Proof. (a) Let $\inf _{\tilde{x} \in F} f(\tilde{x}):=a \in(-\infty, \infty]$. If $a=+\infty$, then $Y=F$ and the statement follows from the assumed properties of $F$.

Below, we assume that $a \in \mathbb{R}$. Then
$Y:=\{x \in F: f(x)=a\}=\{x \in F: f(x) \leq a\}$.
Firstly, consider $F$ as a closed extreme subset of $E$.
It follows that the set $Y$ is nonempty and closed, because $F$ is closed, and the function $f(\cdot)$ is lower semicontinuous.

Let us verify that $Y$ is an extreme subset of $E$. Indeed, if $x \in Y$ and $x=\alpha x_{1}+(1-\alpha) x_{2}$ with $\alpha \in(0,1)$ and $x_{1}, x_{2} \in F$, then, $a=$ $f(x)=\alpha f\left(x_{1}\right)+(1-\alpha) f\left(x_{2}\right)$ because $f(\cdot)$ is affine on $E$. Since for each $\tilde{x} \in F, f(\tilde{x}) \geq a$, to have $x \in Y$ (i.e., $f(x)=a$ ), we must have $f\left(x_{1}\right)=f\left(x_{2}\right)=a$ leading to $x_{1}, x_{2} \in Y$. This shows that $Y$ is an extreme subset of $F$. Now, according to Lemma 3.1, $Y$ is also an extreme subset of $E$.

Thus, $Y$ is a closed extreme subset of $E$.
Finally, we note that if $F$ is a closed face of $E$, then the set $Y$ is convex. Indeed, if $x_{1}, x_{2} \in Y$, then for each $\alpha \in[0,1], \alpha x_{1}+$ $(1-\alpha) x_{2} \in F$, and $f\left(\alpha x_{1}+\left(1-\alpha x_{2}\right)\right)=\alpha f\left(x_{1}\right)+(1-\alpha) f\left(x_{2}\right)=a$, where the first equality holds because $f(\cdot)$ is affine, and the last equality holds because $x_{1}, x_{2} \in Y$. Consequently, $\alpha x_{1}+(1-\alpha) x_{2} \in$ $Y$. It follows from this and what was established earlier that $Y$ is a closed face of $E$.
(b) Fix a closed face $F$ of $E$. Consider the family $\mathcal{A}$ of closed faces of $F$, which is partially ordered with respect to the inclusion, i.e., $A \preceq B$ if and only if $B \subseteq A$. For each chain in $\mathcal{A}$, since $F$ is compact (as a closed subset of the compact $E$ ) and each finite subfamily say $A_{1} \supseteq \cdots \supseteq A_{n}$ of the chain in $\mathcal{A}$ has a nonempty intersection $A_{n} \neq \bar{\emptyset}$, one may refer to Theorem 2.31 of [1] for that each chain in $\mathcal{A}$ has a nonempty intersection. According to

Lemma 3.2, this intersection is an upper bound of the chain in $\mathcal{A}$. Therefore, according to Zorn's Lemma, see e.g., [1, Lemma 1.7], $\mathcal{A}$ has a maximal element, say $\hat{F}$, and no proper subset of $\hat{F}$ can be a closed face of $F$.

Next, we show that $\hat{F}$ is a singleton. Suppose for contradiction that there exist $x_{1}, x_{2} \in \hat{F}$ such that $x_{1} \neq x_{2}$. Since by assumption $\hat{\mathcal{C}}(E)$ is total, we may consider some $f(\cdot) \in \hat{\mathcal{C}}(E)$ such that $f\left(x_{1}\right) \neq$ $f\left(x_{2}\right)$. Without loss of generality, assume that $f\left(x_{1}\right)>f\left(x_{2}\right)$. Now by part (a), applied to the nonempty compact and convex set $F$, we see that $Z:=\left\{x \in \hat{F}: f(x)=\inf _{\tilde{x} \in \hat{F}} f(\tilde{x}) \leq f\left(x_{2}\right)\right\}$ is a closed face of $F$, and $x_{1} \notin Z$. As a result, $Z \subset \hat{F}$ is a proper subset of $\hat{F}$ as well as a closed face of $F$, which is a desired contradiction. We conclude that $\hat{F}=\{\hat{x}\}$ is a singleton, closed in $F$ and thus in $E$, and the point $\hat{x} \in F$ is an extreme point of $F$. By Lemma 3.1, $\hat{x}$ is also an extreme point of $E$.

It is known, see e.g., [1, Corollary 7.66] that every nonempty convex compact subspace $E$ of a locally convex Hausdorff space has some extreme points. Lemma 3.3 is an extension of that result, because in a locally convex Hausdorff space, the set of real-valued continuous affine functions separate points: see [1, Corollary 5.82].

## 4. Proof of Theorem 2.1

In this section, we provide the detailed proof of Theorem 2.1.
Proof of Theorem 2.1. First, we assume that there is a feasible solution, say $\underline{\chi} \in E$, with $W_{0}(\underline{x})<\infty$. Then there is an optimal solution, say $\bar{x} \in E$, for problem (1) with a finite value, say $W_{0}(\bar{x})=$ : $d_{0} \in \mathbb{R}$. It will be explained at the end of this proof that this assumption can be withdrawn.

Introduce the space of performance vectors $\mathbf{0}:=\{\vec{W}(x)=$ $\left.\left(W_{0}(x), W_{1}(x), \ldots, W_{J}(x)\right), \quad x \in E\right\} \subseteq(-\infty, \infty]^{J+1}$. The set $\mathbf{0}$ is convex in the cone $(-\infty, \infty]^{J+1}$ because the functions $W_{j}(\cdot)$ are affine and the space $E$ is convex. Since, by assumption, problem (1) is consistent and with a finite (optimal) value, $\mathbf{O} \cap \mathbb{R}^{J+1}$ is a nonempty convex set in $\mathbb{R}^{J+1}$.

Now we pass problem (1) to the following one in the space of performance vectors:

## Minimize $W_{0}$

subject to $\vec{W}=\left(W_{0}, W_{1}, \ldots, W_{J}\right) \in \mathbf{0}$

$$
\text { and } W_{j} \leq d_{j}, j=1,2, \ldots, J
$$

The rest of the proof consists of verifying the statements formulated in each of the following steps.
Step 1. There exists an optimal solution, say $\vec{W}^{*}=\left(W_{0}^{*}, W_{1}^{*}, \ldots\right.$, $W_{J}^{*}$ ), to problem (2) such that
$\vec{W}^{*}=\left(W_{0}^{*}, W_{1}^{*}, \ldots, W_{J}^{*}\right) \in \operatorname{Par}\left(\mathbf{0} \cap \mathbb{R}^{J+1}\right)$.
(We mention that the assumption of totality of $\hat{\mathcal{C}}(E)$ is not in use here as well as in Steps 2 and 3 of this proof.)

To show the existence of such an optimal solution $\vec{W}^{*}$ to problem (2), we consider the following problem
Minimize over $x \in E: \sum_{j=0}^{J} W_{j}(x)$
subject to $W_{j}(x) \leq d_{j}, j=0,1,2, \ldots, J$.
Since for each $j=0, \ldots, J, W_{j}(\cdot)$ is lower semicontinuous, bounded from below, and with values in $(-\infty, \infty]$, so is the function $\sum_{j=0}^{J} W_{j}(\cdot)$. Since $E$ is compact, the set of feasible solutions
for problem (3) is compact, as a closed subset of $E$. It follows that problem (3) has an optimal solution $x^{*} \in E$.

Upon passing problem (3) to the following problem in the space of performance vectors

Minimize $\sum_{j=0}^{J} W_{j}$
subject to $\vec{W}=\left(W_{0}, W_{1}, \ldots, W_{J}\right) \in \mathbf{0}$

$$
\text { and } W_{j} \leq d_{j}, j=0,1,2, \ldots, J
$$

we see that

$$
\begin{aligned}
& \vec{W}^{*}=\left(W_{0}^{*}, W_{1}^{*}, \ldots, W_{J}^{*}\right) \\
:= & \left(W_{0}\left(x^{*}\right), W_{1}\left(x^{*}\right), \ldots, W_{J}\left(x^{*}\right)\right)
\end{aligned}
$$

is an optimal solution to problem (4).
We argue that $\vec{W}^{*}$ is as required in Step 1 as follows. Note that, compared to problem (2), in problem (3), there is an additional constraint $W_{0}(x) \leq d_{0}$, where $d_{0}$ is defined as the optimal value of problem (2), which is finite by assumption, see the beginning of this proof. This implies that problem (3) has a finite optimal value, so that $\vec{W}^{*} \in \mathbb{R}^{J+1}$, and the set of feasible solutions for problem (3) is a subset of the one for problem (2). Therefore, $x^{*}$ is a feasible solution for problem (1), and accordingly, $\vec{W}^{*}$ is a feasible solution to problem (2). Secondly, it necessarily holds that $W_{0}^{*}=d_{0}$, because otherwise, we would have $W_{0}\left(x^{*}\right)<d_{0}$, and this is against that $d_{0}$ is the optimal value of problem (1) and problem (2). Consequently, $\vec{W}^{*}$ is an optimal solution to problem (2), as required.

To see why $\vec{W}^{*} \in \operatorname{Par}\left(\mathbf{0} \cap \mathbb{R}^{J+1}\right)$, note that $\vec{W}^{*} \in \mathbb{R}^{J+1}$, and if there is some $\vec{W}^{\prime}=\left(W_{0}^{\prime}, \ldots, W_{J}^{\prime}\right) \in \mathbf{0} \cap \mathbb{R}^{J+1}$, which strictly outperforms $\vec{W}^{*}$, i.e., $W^{\prime} \leq \vec{W}^{*}$ and $W_{j}^{\prime}<W_{j}^{*}$ for some $j \in\{0, \ldots, J\}$, then $\vec{W}^{\prime}$ is feasible for problem (4) and $\sum_{j=0}^{J} W_{j}^{\prime}<\sum_{j=0}^{J} W_{j}^{*}$. Consequently, $\vec{W}^{*}$ would not be optimal for problem (4), yielding a contradiction. Step 1 is completed.

In Step 2, we consider $F$, a nonempty convex closed (and thus compact) subset of $E$. Introduce the set
$\tilde{\mathbf{0}}:=\{\vec{W}(x): x \in F\} \subseteq(-\infty, \infty]^{J+1}$,
where $\vec{W}(x)=\left(W_{0}(x), \ldots, W_{J}(x)\right)$. The set $\tilde{\mathbf{0}}$ is a convex subset of $\mathbf{0}$, because $W_{j}(\cdot)$ are affine on $E$ and $F$ is a convex subset of $E$.

We assume that $\beta \in \mathbb{R}$ and a vector $\vec{b}=\left(b_{0}, \ldots, b_{J}\right)>0$ in $\mathbb{R}^{J+1}$ are such that, for some $\vec{u}=\left(u_{0}, \ldots, u_{J}\right) \in \tilde{\mathbf{0}}, \sum_{j=0}^{J} b_{j} u_{j}=\beta$ and
$\sum_{j=0}^{J} b_{j} W_{j} \geq \beta \forall \vec{W}=\left(W_{0}, \ldots, W_{J}\right) \in \tilde{\mathbf{0}} \cap \mathbb{R}^{J+1}$.
Recall that $0 \times \infty:=0$ and $a+\infty:=\infty$ for all $a \in \mathbb{R} \cup\{\infty\}$. All the inequalities for vectors are component-wise. Then from $\vec{b}>0$, we see that

$$
\begin{align*}
& \hat{\mathbf{0}}:=\left\{\vec{W}=\left(W_{0}, \ldots, W_{J}\right) \in \tilde{\mathbf{0}}: \sum_{j=0}^{J} b_{j} W_{j}=\beta\right\} \\
= & \left\{\vec{W}=\left(W_{0}, \ldots, W_{J}\right) \in \tilde{\mathbf{0}} \cap \mathbb{R}^{J+1}: \sum_{j=0}^{J} b_{j} W_{j} \leq \beta\right\} \\
\subseteq & \mathbb{R}^{J+1} . \tag{7}
\end{align*}
$$

Step 2. For $F, \vec{b}$ and $\beta$ as described in the above, the set $\hat{\mathbf{O}}$ is bounded and closed, and thus is a compact subset of $\mathbb{R}^{J+1}$.

The set $\hat{\mathbf{O}}$ is bounded from below because each of the functions $W_{j}(\cdot)$ is bounded below by a constant say $\underline{W}_{j}$, and $\hat{\mathbf{0}}$ is a subset of the space of performance vectors $\mathbf{0}$.

The set $\hat{\mathbf{O}}$ is bounded from above because for each $j=0,1, \ldots$, $J$ and $\vec{W}=\left(W_{0}, \ldots, W_{J}\right) \in \hat{\mathbf{0}}, W_{j}=\frac{\beta-\sum_{i \neq j} b_{i} W_{i}}{b_{j}} \leq \frac{\beta-\sum_{i \neq j} b_{i} \underline{W}_{i}}{b_{j}}<$ $\infty$. Again, here we used the fact that $\vec{b}>0$ component-wise.

The rest verifies the closedness of $\hat{\mathbf{O}} \subseteq \mathbb{R}^{J+1}$ in $\mathbb{R}^{J+1}$.
Let $\left\{\vec{W}^{(n)}=\left(W_{0}^{(n)}, \ldots, W_{J}^{(n)}\right)\right\}_{n \geq 0} \subseteq \hat{\mathbf{0}}$ converge to some $\vec{W}=$ $\left(W_{0}, \ldots, W_{J}\right) \in \mathbb{R}^{J+1}$, i.e., $W_{j}^{(n)} \rightarrow W_{j}$ as $n \rightarrow \infty$ for each $j=$ $0, \ldots, J$. Then
$\sum_{j=0}^{J} b_{j} W_{j}=\beta$.
It remains to show that $\vec{W}=\left(W_{0}(x), \ldots, W_{J}(x)\right)=: \vec{W}(x)$ for some $x \in F$.

For each $n \geq 0$, since, $\vec{W}^{(n)} \in \hat{\mathbf{O}}$, there is some $x_{n} \in F$ such that $\vec{W}^{(n)}=\vec{W}\left(x_{n}\right)$.

Since $F$ is a compact subset of $E$, by [1, Theorem 2.31], the sequence $\left\{x_{n}\right\}_{n \geq 0}$ has a convergent subnet $\left\{y_{\lambda}\right\}_{\lambda \in \Lambda}$ with $y_{\lambda} \rightarrow x$ for some $x \in F$. We verify that $\vec{W}(x)=\vec{W}$ as follows.

Since for each $j=0, \ldots, J$, the function $W_{j}(\cdot)$ is lower semicontinuous, by [1, Lemma 2.42],
$\liminf _{\lambda} W_{j}\left(y_{\lambda}\right) \geq W_{j}(x) \forall j=0,1, \ldots, J$.
On the other hand, since for each $j \in\{0,1, \ldots, J\},\left\{W_{j}\left(y_{\lambda}\right)\right\}_{\lambda \in \Lambda}$ is a subnet of $\left\{W_{j}\left(x_{n}\right)\right\}_{n \geq 0}=\left\{W_{j}^{(n)}\right\}_{n \geq 0}$ and $W_{j}^{(n)} \rightarrow W_{j}$ as $n \rightarrow \infty$, by [1, Lemma 2.17], $\left\{W_{j}\left(y_{\lambda}\right)\right\}_{\lambda \in \Lambda} \rightarrow W_{j}$. It follows from this and (9) that
$W_{j} \geq W_{j}(x)$
for all $j=0,1 \ldots, J$. In particular, $\vec{W}(x) \in \mathbb{R}^{J+1}$.
For the desired relation $\vec{W}=\vec{W}(x)$, it remains to show for each $j=0,1, \ldots, J$ that the above inequality cannot hold strictly. Suppose for contradiction that $W_{j}>W_{j}(x)$ for some $j \in\{0,1 \ldots, J\}$. Then we would have $\beta=\sum_{j=0}^{J} b_{j} W_{j}>\sum_{j=0}^{J} b_{j} W_{j}(x) \geq \beta$, where the first equality is by (8), the second inequality holds because $\vec{b}>0$, and the last inequality holds by (6) and the facts that $x \in F$, $\vec{W}(x) \in \mathbb{R}^{J+1}$, and $\tilde{\mathbf{0}}$ is the set of performance vectors of the points in $F$. Hence, $\vec{W}=\vec{W}(x)$, as needed, and Step 2 is completed.
Step 3. Consider the point $\vec{W}^{*}=\left(W_{0}^{*}, \ldots, W_{J}^{*}\right) \in \operatorname{Par}\left(\mathbf{0} \cap \mathbb{R}^{J+1}\right)$ coming from Step 1. Then $\vec{W}^{*}=\sum_{k=1}^{J+1} \alpha_{k} \vec{W}_{k}$, where $\alpha_{k} \in[0,1]$ for each $k=1, \ldots, J+1, \sum_{k=1}^{J+1} \alpha_{k}=1$, and $\vec{W}_{k}$ is an extreme point of $\mathbf{0} \cap \mathbb{R}^{J+1}$, satisfying $\vec{W}_{k} \in \operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$.

The justification of the claimed result in Step 3 is as follows.
Since $\vec{W}^{*} \in \operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$ as asserted in Step 1 , and $\mathbf{0} \cap \mathbb{R}^{J+1}$ is a nonempty convex set in $\mathbb{R}^{J+1}$ as was noted in the beginning of this proof, Proposition 3.1 is applicable, from which we deduce the following:
(a) $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right) \subseteq \operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$.
(b) For some $1 \leq k \leq J+1$, and $1 \leq i \leq k$ there exist some $\vec{b}^{i}=$ $\left(b_{0}^{i}, b_{1}^{i}, \ldots, b_{J}^{i}\right) \in \mathbb{R}^{J+1}$ and $\beta^{i} \in \mathbb{R}$, defining the hyperplanes

$$
\begin{aligned}
& H^{i}=\left\{\vec{p}=\left(p_{0}, \ldots, p_{J}\right) \in \mathbb{R}^{J+1}: \sum_{j=0}^{J} b_{j}^{i} p_{j}=\beta^{i}\right\}, \\
& i=1,2, \ldots, k
\end{aligned}
$$

satisfying the following properties:
(i) $\vec{b}^{i} \geq 0, \sum_{j=0}^{J} b_{j}^{i}>0$, for $i=1,2, \ldots, k-1$ and $\vec{b}^{k}>0$. Here all the inequalities between vectors are component-wise.
(ii) $\sum_{j=0}^{J} b_{j}^{1} p_{j} \geq \beta^{1}$ for all $\vec{p}=\left(p_{0}, \ldots, p_{J}\right) \in \mathbf{0} \cap \mathbb{R}^{J+1}$, $\sum_{j=0}^{J} b_{j}^{1} W_{j}^{*}=\beta^{1}$; for $i=1,2, \ldots, k-1, \sum_{j=0}^{J} b_{j}^{i+1} p_{j} \geq$ $\beta^{i+1}$ for all $\vec{p}=\left(p_{0}, \ldots, p_{J}\right) \in \mathbf{0} \cap \mathbb{R}^{J+1} \cap H^{1} \cap H^{2} \cap \cdots \cap$ $H^{i}$, and $\sum_{j=0}^{J} b_{j}^{i+1} W_{j}^{*}=\beta^{i+1}$.
(iii) $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right)=\mathbf{0} \cap \mathbb{R}^{J+1} \cap H^{1} \cap H^{2} \cap \cdots \cap H^{k}$.

In the rest of this proof, we shall refer to the above consequences of Proposition 3.1 as the Feinberg-Shwartz lemma.

Let us verify that the set $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right)$ is a convex and compact subset of $\mathbb{R}^{J+1}$. First, we show its compactness by applying the statement established in Step 2. To this end, we shall identify the appropriate $F, \vec{b}$ and $\beta$ satisfying the conditions described above Step 2.

Consider the half-spaces

$$
\begin{aligned}
\bar{H}^{i} & :=\left\{\vec{p}=\left(p_{0}, \ldots, p_{J}\right) \in \mathbb{R}^{J+1}: \sum_{j=0}^{J} b_{j}^{i} p_{j} \leq \beta^{i}\right\} \\
i & =1,2, \ldots, k
\end{aligned}
$$

From Items (ii), (iii) of (b) in the Feinberg-Schwartz lemma, we see that

$$
\begin{align*}
& G_{\mathbf{0} \cap \mathbb{R}^{J+1}\left(\vec{W}^{*}\right)=\mathbf{0} \cap \mathbb{R}^{J+1} \cap H^{1} \cap H^{2} \cap \cdots \cap H^{k}}=\mathbb{R}^{J+1} \cap \mathbf{0} \cap \bar{H}^{1} \cap \bar{H}^{2} \cap \cdots \cap \bar{H}^{k} .
\end{align*}
$$

Since the bounded from below functions $W_{j}(\cdot), j=0,1, \ldots, J$, are lower semicontinuous and $b_{j}^{i} \geq 0$ for all $j=0,1, \ldots, J$, we see that $\sum_{j=0}^{J} b_{j}^{i} W_{j}(\cdot)$ is also lower semicontinuous. Here $0 \cdot \infty:=0$ was in use. It follows that the set

$$
\begin{aligned}
& \left\{x \in E: \vec{W}(x) \in \mathbf{0} \cap \bar{H}^{1} \cap \bar{H}^{2} \cap \cdots \cap \bar{H}^{k-1}\right\} \\
= & \left\{x \in E: \vec{W}(x) \in \bar{H}^{1} \cap \bar{H}^{2} \cap \cdots \cap \bar{H}^{k-1}\right\} \\
= & \bigcap_{i=1}^{k-1}\left\{x \in E: \sum_{j=0}^{J} b_{j}^{i} W_{j}(x) \leq \beta^{i}\right\}
\end{aligned}
$$

is closed and thus compact in $E$ because $E$ is compact. It is nonempty by (10).

If we take $F=\left\{x \in E: \vec{W}(x) \in \mathbf{O} \cap \bar{H}^{1} \cap \bar{H}^{2} \cap \cdots \cap \bar{H}^{k-1}\right\}$, then the set in (5) takes the form $\tilde{\mathbf{0}}=\mathbf{0} \cap \bar{H}^{1} \cap \bar{H}^{2} \cap \cdots \cap \bar{H}^{k-1}$, and by (10),

$$
\begin{aligned}
G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right)= & \left\{\vec{W}=\left(W_{0}, \ldots, W_{J}\right) \in \tilde{\mathbf{0}} \cap \mathbb{R}^{J+1}:\right. \\
& \left.\sum_{j=0}^{J} b_{j}^{k} W_{j} \leq \beta^{k}\right\}
\end{aligned}
$$

which is in the same form as the set $\hat{\mathbf{0}}$ defined in (7) above Step 2. The conditions on $\vec{u}, b_{j}$ and $\beta$ above Step 2 are satisfied by $\vec{W}^{*}, b_{j}^{k}$ and $\beta^{k}$ by (b) in the Feinberg-Shwartz lemma. Hence, the statement in Step 2 is applicable, from which we see that the set $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right)$ is a compact subset in $\mathbb{R}^{J+1}$. Its convexity is evident, and is actually by definition.

Now, since $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right) \subseteq \mathbb{R}^{J+1}$ is an intersection with some hyperplane(s), its dimension is not higher than $J$. One may apply the Caratheodory theorem together with the Krein-Milman theorem, see e.g., [1, Theorems 5.32, 7.68] or [11, Corollary B.2.1], for that every point of $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right)$ can be written as the convex combination of at most $J+1$ extreme points in it. Since, according to (a) in the Feinberg-Shwartz lemma, $G_{\mathbf{O} \cap \mathbb{R}^{J+1}}\left(\vec{W}^{*}\right) \subseteq$
$\operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$, we see that each of these extreme points are in
 treme points are also extreme points of $\mathbf{O} \cap \mathbb{R}^{J+1}$, see Lemma 3.1. The statement in Step 3 is thus justified.

Step 4. Consider an extreme point $\vec{W}=\left(W_{0}, \ldots, W_{J}\right)$ of $\mathbf{0} \cap \mathbb{R}^{J+1}$, and suppose $\vec{W} \in \operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$. Then there exists some extreme point $\hat{x} \in E$ such that $\vec{W}=\vec{W}(\hat{x})=\left(W_{0}(\hat{x}), \ldots, W_{J}(\hat{x})\right)$.

We justify the statement in Step 4 as follows.
Consider the set $E^{\prime}:=\{x \in E: \vec{W}(x)=\vec{W}\}$. Then $E^{\prime} \neq \emptyset$ as $\vec{W} \in$ $\operatorname{Par}\left(\mathbf{0} \cap \mathbb{R}^{J+1}\right) \subseteq \mathbf{0}$ by assumption, and
$E^{\prime}=\bigcap_{j=0}^{J}\left\{x \in E: W_{j}(x) \leq W_{j}\right\}$.
Indeed, $E^{\prime}$ is a subset of the set on the right-hand side. Let us justify that the opposite inclusion holds. Suppose that $x \in E$ belongs to the set on the right-hand side, i.e., it is such that $W_{j}(x) \leq W_{j}$, $j=0,1, \ldots, J$. Then $\left.\vec{W}(x)=\left(W_{0}(x), \ldots, W_{J}(x)\right)\right) \in \mathbf{0} \cap \mathbb{R}^{J+1}$ and $\vec{W}(x)=\vec{W}$, because $\vec{W} \in \operatorname{Par}\left(\mathbf{O} \cap \mathbb{R}^{J+1}\right)$. This shows that the given point $x$ belongs to $E^{\prime}$, as required.

Next, observe that $E^{\prime}$ is a nonempty compact and convex set in $E$. Indeed, the nonemptiness of $E^{\prime}$ was observed earlier. Since all the functions $W_{j}(\cdot), j=0,1, \ldots, J$, are lower semicontinuous, it follows from (11) that the set $E^{\prime}$ is a closed and hence compact subset of the compact set $E$. It is obviously convex, as the functions $W_{j}(\cdot), j=0,1, \ldots, J$, are affine.

Applying Lemma 3.3(b) to the nonempty compact and convex set $E^{\prime}$, we see that $E^{\prime}$ contains some extreme point, say $\hat{x} \in E^{\prime}$. Now we show that $\hat{x} \in E^{\prime}$ is also an extreme point of $E$. By the definition of the set $E^{\prime}$, this would lead to the statement claimed in Step 4.

Let $x_{1}, x_{2} \in E$ be such that $\hat{x}=\alpha x_{1}+(1-\alpha) x_{2}$ for some $\alpha \in$ $(0,1)$. Then
$\vec{W}=\vec{W}(\hat{x})=\alpha \vec{W}\left(x_{1}\right)+(1-\alpha) \vec{W}\left(x_{2}\right)$,
where the first equality holds because $\hat{x} \in E^{\prime}$, and the second equality holds as the functions $W_{j}(\cdot)$ are affine. Since $\vec{W} \in \operatorname{Par}(\mathbf{0} \cap$ $\left.\mathbb{R}^{J+1}\right) \subseteq \mathbb{R}^{J+1}$, it follows that $\vec{W}\left(x_{1}\right), \vec{W}\left(x_{2}\right) \in \mathbb{R}^{J+1}$. If $\vec{W}\left(x_{1}\right)=$ $\vec{W}\left(x_{2}\right)$, then their common value is necessarily $\vec{W}$. Consequently, $x_{1}, x_{2} \in E^{\prime}$. Since $\hat{x}$ is an extreme point of $E^{\prime}$, we see that $x_{1}=x_{2}=$ $\hat{x}$. On the other hand, it cannot happen that $\vec{W}\left(x_{1}\right), \vec{W}\left(x_{2}\right)$ do not coincide, for otherwise, since $\vec{W}\left(x_{1}\right), \vec{W}\left(x_{2}\right) \in \mathbf{O} \cap \mathbb{R}^{J+1}$, (12) indicates that $\vec{W}$ is not an extreme point of $\mathbf{O} \cap \mathbb{R}^{J+1}$, which is a contradiction.

Therefore, $\hat{x}$ is also an extreme point of $E$, as requested. Step 4 is completed.

Now by Steps 3 and 4, we see that $\vec{W}^{*}$ coming from Step 1 satisfies $\vec{W}^{*}=\sum_{k=1}^{J+1} \alpha_{k} \vec{W}_{k}=\sum_{k=1}^{J+1} \alpha_{k} \vec{W}_{k}\left(x_{k}\right)$ for some $\alpha_{k} \in[0,1]$ satisfying $\sum_{k=1}^{J+1} \alpha_{k}=1$ and $x_{k}$ being an extreme point of $E$ for each $k=1, \ldots, J+1$. Since the functions $W_{j}(\cdot)$ are affine and $E$ is convex, from the previous equalities, we see $\vec{W}^{*}=\vec{W}\left(\sum_{k=1}^{J+1} \alpha_{k} x_{k}\right)$. Since $\vec{W}^{*}$ is an optimal solution for problem (2), the last equality shows that the point $\sum_{k=1}^{J+1} \alpha_{k} x_{k} \in E$ is an optimal solution for problem (1). It exhibits all the properties stated in Theorem 2.1.

So far, we have seen that the statement of this theorem holds, given the extra assumption that there is a feasible solution $\hat{x} \in E$ with $W_{0}(\hat{x})<\infty$.

Finally, we show that the theorem still holds, when the aforementioned assumption does not hold. Thus, until the end of this proof, we suppose that, for all feasible solutions $x \in E, W_{0}(x)=$ $+\infty$. Then, any feasible solution is optimal. If $J=0$, then any extreme point of $E$ is optimal. By Lemma 3.3(b), $E$ has at least one
extreme point, and the statement of the theorem follows. Now consider the case of $J \geq 1$. In this case, we consider a modification of problem (1):

Minimize over $x \in E: W_{1}(x)$
subject to $W_{j}(x) \leq d_{j}, j=2, \ldots, J$.
Since problem (1) is consistent by assumption, an optimal solution to the above problem is necessarily feasible for problem (1), and its optimal value is finite and smaller or equal to $d_{1}$. Note also that this modified problem has $J-1$ constraints. Now, we may apply what was proved earlier to this modified problem, and obtain an optimal solution for the modified problem in the form of a convex combination of at most $J$ extreme points of $E$. This solution is feasible for the original problem. As was mentioned earlier, it is also optimal for the original problem (1). This theorem is thus proved.

## 5. Conclusion

In conclusion, we considered an optimization problem in a convex set in a cone $E$ with an affine objective and $J$ affine constraints. The set $E$ is not required to be embedded in any vector space. Under suitable conditions, by applying the Feinberg-Shwartz lemma in finite dimensional convex analysis, we showed that there exists an optimal solution in the form of a convex combination of at most $J+1$ extreme points of $E$. This result will be used in the study of Markov decision processes in [12].
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