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Embedding patient-reported outcomes at the heart of 
artificial intelligence health-care technologies
Samantha Cruz Rivera, Xiaoxuan Liu, Sarah E Hughes, Helen Dunster, Elaine Manna, Alastair K Denniston*, Melanie J Calvert*

Integration of patient-reported outcome measures (PROMs) in artificial intelligence (AI) studies is a critical part of 
the humanisation of AI for health. It allows AI technologies to incorporate patients’ own views of their symptoms and 
predict outcomes, reflecting a more holistic picture of health and wellbeing and ultimately helping patients and 
clinicians to make the best health-care decisions together. By positioning patient-reported outcomes (PROs) as a 
model input or output we propose a framework to embed PROMs within the function and evaluation of AI health 
care. However, the integration of PROs in AI systems presents several challenges. These challenges include 
(1) fragmentation of PRO data collection; (2) validation of AI systems trained and validated against clinician 
performance, rather than outcome data; (3) scarcity of large-scale PRO datasets; (4) inadequate selection of PROMs 
for the target population and inadequate infrastructure for collecting PROs; and (5) clinicians might not recognise the 
value of PROs and therefore not prioritise their adoption; and (6) studies involving PRO or AI frequently present 
suboptimal design. Notwithstanding these challenges, we propose considerations for the inclusion of PROs in AI 
health-care technologies to avoid promoting survival at the expense of wellbeing.

Introduction
Artificial intelligence (AI) is an area of enormous interest 
that is transforming health care and biomedical research. 
AI systems have shown the potential to support patients, 
clinicians, and health-care infrastructure. AI systems 
could provide rapid and accurate image interpretation, 
disease diagnosis and prognosis, improved workflow, 
reduced medical errors, and lead to more efficient and 
accessible care.1,2 Incorporation of patient-reported 
outcome measures (PROMs), could advance AI systems 
by helping to incorporate the patient voice alongside 
clinical data. Validated PROMs provide a patient 
perspective on the impact that a disease (and its 
treatment) has on their physical, functional, and 
psychological status without interpretation from anyone 
else.3

Patient-reported outcomes (PROs) are commonly used 
in clinical trials to provide evidence regarding the safety 
and effectiveness of health interventions.4 Beyond 
clinical trials, PRO data can be used in prognostic 
models and in routine care settings to monitor and 
manage disease progression and response to treatment, 
and to triage patients (figure 1).

A patient’s health-care journey from symptom 
screening, assessment, and treatment planning to 
symptom and disease management can be facilitated 
using PROs in routine care. PROs can be used to tailor 
care to individual patient needs. Electronic capture of 
PROs in clinic and between appointments allows for 
real-time monitoring of symptoms and flexible 
scheduling of appointments in response to patient need, 
and aids early detection and management of health 
problems.4 The integration of AI in PRO data collection 
in trials and routine care has the potential to reduce 
symptom burden for people by tailoring questions to 
their needs.5 When considering the inclusion of PROs as 
parameters in AI modelling, it is important to assess the 
acceptability of the measures among end users (ie, 

health-care professionals and patients). This process of 
assessment helps to determine whether the PRO is 
applicable and has practical relevance to the end users.

PRO data can provide valuable information alongside 
clinical data to inform clinical decision making. However, 
scepticism of PROs persists despite evidence suggesting 
that the fidelity of PRO measurement compares 
favourably with many objective clinical measures.6 The 
severity or nature of patients’ experience with their 
disease (eg, symptom-event reporting and severity 
ratings) often differs from clinical outcomes.7 Therefore, 
the value of inclusion of PROs in AI systems for 
conditions with high symptom burden should be 
considered, for example, in the context of mental health, 
pain management, or cancer treatment.6,8,9 

Current use of AI in PRO measurement
The application of AI in PRO measurement for predicting 
clinical outcomes and building prognostic models was 
examined in 2021.10 The literature review identified 
15 studies demonstrating that PRO data are increasingly 
being used in clinical analysis research, modelling, and 
building decision support systems for practitioners.10 
Six articles (40%) focused on post-surgical outcomes, 
such as achieving minimal clinically important difference 

Figure 1: Use of patient-reported outcomes in routine clinical care
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(MCID) after total joint arthroplasty. MCIDs are patient-
derived scores that reflect the minimal amount of change 
in a clinical intervention that is perceived as beneficial by 
the patient in terms of magnitude of improvement and 
the value given to that change.11,12 Four articles (27%) were 
aimed at identifying patients with depression and 
prognosis of anti-depression treatment. Three articles 
(20%) focused on the prediction of pain, one article (7%) 
on the risk of hospital re-admission, and one article (7%) 
on children’s oral health outcomes. The review 
highlighted an absence of external validation and non-
availability of datasets as major challenges shared by 
most articles. Eight (53%) of the 15 studies used a dataset 
larger than 1000 patients, highlighting the scarcity of 
large datasets. Six articles (40%) reported essential 
elements of machine learning-model development, 
whereas nine articles (60%) failed to adequately do this, 
potentially reducing the reproducibility of the results. 
The review did not provide information on the included 
studies use of PRO data.

Electronic patient-reported outcomes (ePROs)
Individual and clustered patient symptoms can be 
mapped using ePROs, in combination with clinical data 
(eg, biomarkers, clinical history, and social determinants 
of health) from electronic health records. Mapping 
individual and clustered patient symptoms over time has 
the potential to provide new insights into disease 
trajectories, offering earlier diagnosis, patient risk 
stratification, earlier clinical intervention, and improved 
patient outcomes.13,14 Currently, there is scarce evidence 
on the cost and benefits of including PROs in AI systems. 
However, in 2016 an oncology clinical trial used web-
based symptom reporting with automated clinician email 
alerts for routine care symptom monitoring. Use of the 
web-based system was cost-effective and resulted in 
improved patient survival, reduced hospitalisation, 
reduced emergency room visits, and improved patient 
quality of life.13,14 Although the system did not use AI, 
there is an opportunity to automate the system. Further 
work will be required to evaluate the effectiveness and 
cost-effectiveness of AI interventions, including those 
with PROs and other parameters, as noted in 2022 by the 
UK’s health-technology assessor, the National Institute 
for Health and Care Excellence.15

The transition to ePROs opens the door to more 
meaningful integration of PROs into AI-enabled health 
care, helping to ensure that the patient perspective is not 
lost in the rush to advance digital health care. A recent 
review of trials of AI interventions between 1991 and 
2021 showed that the main clinical areas that include 
PROMs in AI trials are mental and behavioural, musculo-
skeletal, endocrine, and nutritional and metabolic 
health.16 The review identified 627 trials of AI health 
technologies. Of these, 152 (24%) trials included at least 
one PROM, visual analogue scale (VAS), patient-reported 
experience measure, or usability measure.

Of the 152 AI trials of health interventions, 44 (29%) 
focused on testing AI-enabled smart-device applications. 
These applications were mainly designed for the 
treatment of mental and behavioural health  (n=15) and 
were intended for patient use. In addition, 23 (15%) of 
the trials tested clinical decision support systems 
designed to assist patients or health-care providers in 
making health-care decisions. Of the 23 trials, six (26%) 
tested clinical decision support systems that informed 
decisions on mental and behavioural health, and five 
(22%) informed musculoskeletal health.16

Embedding PROs in AI-enabled health care
We outline a brief framework of three ways that PROs 
can be embedded within the development and delivery of 
AI health-care systems: (1) PROs as a model input. The 
PRO is one of potentially several inputs into an AI model 
that is trained to predict an outcome. (2) PROs as a model 
output. The PRO itself is the output that the model is 
trained to predict. (3) PROs as the outcome by which an 
AI intervention is evaluated. The PRO is not necessarily 
an input or an output of the model, but rather it is the 
outcome used to assess the AI intervention (incor-
porating the model and the arising action; figure 2).

PROs as an input to an AI model
The use of PRO data as a model input in combination 
with other clinical parameters can determine the 
likelihood of a particular diagnosis. For example, machine 
learning algorithms have been trained to predict the 
presence and onset of immune-related adverse events in 
people with cancer treated with immune-checkpoint 
inhibitors. By use of PRO data related to advanced cancer 
symptoms, prospectively collected immune-related 
adverse event data, Common Terminology Criteria for 
Adverse Events class, and nature and severity of 
26 immune-related adverse events (eg, colitis, diarrhoea, 
and arthritis),17 an AI prediction model was able to 
accurately predict the presence and severity of immune-
related adverse events, albeit not externally validated in 
that study.17 Predicting the future onset of immune-
related adverse events, such as fever, chest, and stomach 
pain, has the potential to improve symptom control and 
quality of life and, in rare cases, avoid potentially fatal 
immune-related adverse events, such as colon perforation, 
pneumonitis, or myocarditis. Since these same symptoms 
often indicate progressive disease in people with lung 
cancer or people with lung metastases, timely diagnostic 
measures are important to evaluate whether the 
symptoms arising relate to progression of the disease or 
to the treatment.17

PROs as an output from an AI model
In addition, PRO data can be used as an output in AI 
models, whereby the model is designed to predict a PRO 
state such as a change in symptoms or health-related 
quality of life. In this approach, the value of the AI model 
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is that it predicts some aspect of the lived experience of 
patients. For example, an orthopaedic pilot study showed 
that machine learning methods have the potential to 
help to inform the decision to proceed to total knee 
arthroplasty (TKA) by determining the likelihood of 
patients achieving MCID after TKA surgery.18 The 
algorithm used the Knee Injury and Osteoarthritis 
Outcome Score for Joint Replacement (KOOS JR),19 the 
VAS,20 and the Patient-Reported Outcomes Measurement 
Information System (PROMIS) to measure PRO data 
before and after surgery. These PRO data were combined 
with patient characteristics (eg, demographics and 
medical history) to provide input data. The pilot showed 
that the algorithm has the potential to predict better 
outcomes for patients undergoing surgery by carefully 
selecting patients who are likely to achieve MCID in 
KOOS JR, VAS, and PROMIS after surgery (output 
data). The PRO data were used to predict whether a 
MCID could be attained for patients with similar 
conditions and comorbidities.18 Such a tool can support 
shared decision making by providing a personalised 
prediction of clinical change that is meaningful to the 
patient (ie, percentage of individuals like you who see 
significant improvement, stay about the same, or find 
that their symptoms are worse after surgery). 

A further example of PROs as an output of AI models 
is the 2021 study by Pierson and colleagues,21 in which an 
AI model was trained to predict knee pain scores (output) 
based on x-rays (input). Higher ratings of knee pain are 
reported in underserved populations. It had previously 

been reported that these pain disparities persisted even 
after attempting to correct for radiological disease 
severity. However in the study by Pierson and colleagues,21 
the human radiologist was compared with a deep-
learning model trained on racially and socioeconomically 
diverse data. The algorithm was able to predict severity of 
pain in underserved groups much more accurately than 
the human, so accounting for much of the previously 
unexplained disparity. By choosing a prediction task 
focused on PROMs, this approach provides a means of 
discovery for how AI can improve care beyond what 
clinicians can already do, rather than simply matching it. 

Social determinants of health (eg, socioeconomic 
position, level of education, and employment status) are 
important factors that should be considered in the 
development of AI models to reduce the risk that such 
models may perpetuate and even amplify health 
inequalities. Many large datasets commonly used for the 
development of AI models do not consider who and how 
patients are represented in the data in terms of diversity 
and incluisvity, with probable consequences for the 
generalisability of model performance.

PROs as an outcome measure to evaluate an AI 
intervention compared with standard care 
Use of PROs as outcome measures to evaluate AI 
interventions is crucial for a better understanding of the 
effects that AI interventions can have on an individual’s 
quality of life or symptoms, or both. Although the 
primary purpose of an AI intervention might be to 

For more on PROMIS see https://
www.healthmeasures.net/
explore-measurement-systems/
promis

Figure 2: A framework for the use of PROs in the development and delivery of AI health-care inverventions
PRO=patient-reported outcome. CTCAE=Common Terminology Criteria for Adverse Events. TKA=total knee arthroplasty. KOOS JR=Knee Injury and Osteoarthritis 
Outcome Score for Joint Replacement. VAS=visual analog scale. PROMIS=Patient-Reported Outcomes Measurement Information System. *PROs only used as an 
input. †PROs used as an output and as one of the different inputs to the model. ‡PROs used as an outcome and as one of the input variables to the model.
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improve the workflow and support clinicians in decision 
making, it is important to evaluate whether such an 
intervention has downstream effects that benefit—or at 
least do not cause harm—to the lived experience of 
individual patients. For instance, the MAPREHAB trial 
(NCT04289025) aims to measure participants’ change in 
gait kinematics and quality of life, as measured with the 
Oxford Hip Score22 or Oxford Knee Score,23 and the 
EQ-5D,24 after hip or knee surgery. Participants in the AI-
intervention group are given a personalised exercise plan 
that addresses their gait deficiency, as measured and 
guided by the GaitSmart device and associated analytics.25 
Participants in the control group will also be tested for 
gait deficiencies, but will not receive personalised 
exercises. The inclusion of PROs has been reported to 
increase satisfaction among users, and reduce the risk of 
falls and overall frailty.25

Outside of the AI research, there are numerous 
examples of a new intervention being advantageous in 
one domain (eg, improved survival or more cost-effective) 
but unacceptable to patients due to poor quality of life, or 
frequent or severe side-effects, or both.26 These issues 
can be identified at an early stage if PROs are considered 
in the trial’s design as a primary or secondary outcome 
measure. Without formal assessment of PROs, it is 
possible that these harms would only be recognised at a 
late stage in the intervention’s development, as individual 
patients respond by taking themselves off the prescribed 
medication, or practitioners recognise patterns of 
symptoms and avoid prescribing the medication.

Challenges and recommendations of integrating 
PROs into AI systems 
Notwithstanding the benefits of PROs in the context of 
AI, there are some specific challenges to consider when 
integrating PROs into AI systems. First, PRO data 
collection is fragmented and might not be representative 
of the diverse target population in which the AI 
intervention will be delivered. This under-representation 
of certain groups of people within the datasets used for 
the training and testing of algorithms can lead to those 
algorithms having substandard performance (or at least 
inadequately validated performance) for those groups. 
This is a form of health data poverty: “the inability for 
individuals, groups, or populations to benefit from a 
discovery or innovation due to a scarcity of data that are 
adequately representative”.27

Second, a major limitation of many AI systems is that 
these systems are trained and validated against human 
performance (ie, what the clinician thought), rather than 
outcome data (ie, what happened to the patient).28 This 
approach to AI systems development risks perpetuating 
a paternalistic medical model that traditionally privileges 
objective clinical measurement (ie, clinician observation, 
diagnostic tests, and imaging) over the patient 
perspective. We see this repeatedly in the AI for health 
literature, with the emphasis on clinician-level 

performance or expert-level accuracy. There is also risk in 
an uncritical acceptance of the clinician as the provider of 
ground truth. This idea could lead to algorithms that 
reflect or even amplify clinician biases, perpetuating 
inequalities that might not have occurred if the ground 
truth was derived from (or at least partially derived from) 
the assessment from the people with symptoms, 
themselves.

Third, the training of an AI system generally requires 
large-scale data, something that is available for few PROs 
and for a small number of specific indications. Moving to 
collect PROs as part of standard care across the breadth 
of medical conditions should be a priority, both in 
supporting better care for the individual, but also helping 
to ensure that future algorithms that will support or drive 
care in that condition, and incorporate patient experience 
(eg, symptom burden or quality of life).

Fourth, the selection of PROs requires careful con-
sideration. As with other outcome measures, there is a 
need for the tools selected to be of sufficient quality, 
accurately and sensitively reflecting the state that they are 
seeking to measure in the target population. Generic 
PROMs allow for comparison across conditions, but vary 
in their sensitivity to detect clinically meaningful changes 
for specific conditions, and could therefore fail to detect 
change within the scope of a clinical trial for that disease. 
In contrast, disease-specific PROMs cannot be compared 
between diseases, but should be sensitive to changes 
within that disease.29 The first step to successfully 
incorporate PROMs in AI systems is to consider the 
psychometric properties of the PROM of interest, and 
gather patients’ and clinicians’ input on the relevance of 
the PROM selected to assess the outcome of interest.

Fifth, the infrastructure for collecting PRO data can be 
considered a challenge. In terms of technical factors, 
there is now increasingly availability of ePRO data 
collection software with smartphone apps and web-based 
entry options that are facilitating PRO data collection.30 
In terms of human factors, there are residual concerns as 
to whether clinicians might be resistant to adopting 
PROMs, for example due to time constraints, lack of 
confidence in interpreting PRO data, or a lack of 
recognition of its value. However, it has been shown that 
clinicians are willing to implement PRO data collection 
after receiving training and understanding its 
importance.31 Finally, the design of studies involving 
PRO or AI, or both, are often suboptimal.32 The 
international reporting guidelines for trial protocols for 
studies involving AI (SPIRIT-AI)33 and PROs (SPIRIT-
PRO)34 have highlighted additional elements of good 
design that are often neglected, but need consideration.

Inclusion of PROs in AI systems has the potential to 
improve people’s health and quality of life by supporting 
health-care professionals to deliver better and faster 
patient-centred care. To successfully incorporate PROs in 
clinical practice, there is an ongoing need for multi stake-
holder collaboration between regulators, clinicians, 
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service providers, policy makers, PRO meth od ologists, 
patient partners, and technology companies to optimise 
how PROs are integrated into these AI systems within 
routine clinical workflows. Several considerations are 
proposed to address the challenges for the inclusion of 
PROs in AI health-care technologies (panel).

Conclusion
Careful consideration should be given to the inclusion of 
PROs within the function and evaluation of AI health 
care to avoid promoting survival at the expense of 
wellbeing and being processed at the expense of being 
heard; “what is the point of simply surviving - not living 
- if your existence is a painful, feeble and miserable 
one?”35 Integrating PROs within AI and its evaluation 
would support the humanisation of AI for health and 
ensure that the patient’s voice is not lost in a rush to 
digitise and automate health care.
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