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The role of patient-reported outcome measures in trials of 
artificial intelligence health technologies: a systematic 
evaluation of ClinicalTrials.gov records (1997–2022) 
Finlay J Pearce, Samantha Cruz Rivera, Xiaoxuan Liu, Elaine Manna, Alastair K Denniston, Melanie J Calvert

The extent to which patient-reported outcome measures (PROMs) are used in clinical trials for artificial intelligence 
(AI) technologies is unknown. In this systematic evaluation, we aim to establish how PROMs are being used to assess 
AI health technologies. We searched ClinicalTrials.gov for interventional trials registered from inception to 
Sept 20, 2022, and included trials that tested an AI health technology. We excluded observational studies, patient 
registries, and expanded access reports. We extracted data regarding the form, function, and intended use population 
of the AI health technology, in addition to the PROMs used and whether PROMs were incorporated as an input or 
output in the AI model. The search identified 2958 trials, of which 627 were included in the analysis. 152 (24%) of the 
included trials used one or more PROM, visual analogue scale, patient-reported experience measure, or usability 
measure as a trial endpoint. The type of AI health technologies used by these trials included AI-enabled smart devices, 
clinical decision support systems, and chatbots. The number of clinical trials of AI health technologies registered on 
ClinicalTrials.gov and the proportion of trials that used PROMs increased from registry inception to 2022. The most 
common clinical areas AI health technologies were designed for were digestive system health for non-PROM trials 
and musculoskeletal health (followed by mental and behavioural health) for PROM trials, with PROMs commonly 
used in clinical areas for which assessment of health-related quality of life and symptom burden is particularly 
important. Additionally, AI-enabled smart devices were the most common applications tested in trials that used at 
least one PROM. 24 trials tested AI models that captured PROM data as an input for the AI model. PROM use in 
clinical trials of AI health technologies falls behind PROM use in all clinical trials. Trial records having inadequate 
detail regarding the PROMs used or the type of AI health technology tested was a limitation of this systematic 
evaluation and might have contributed to inaccuracies in the data synthesised. Overall, the use of PROMs in the 
function and assessment of AI health technologies is not only possible, but is a powerful way of showing that, even in 
the most technologically advanced health-care systems, patients’ perspectives remain central.

Introduction
Research into artificial intelligence (AI) technologies has 
growing international interest, with health care at its 
forefront.1,2 AI, which is used as a term to encompass a 
range of subdivisions including machine learning and 
natural language processing, performs tasks associated 
with human intelligence. AI can support health-care 
professionals in delivering better and faster patient-
centred care, and reduce strain on health-care services.1 
AI health technologies include computer-aided diagnosis 
and clinical decision support systems that aid health-care 
providers, but also AI health technologies used by 
patients, such as AI-enabled smartphone apps. 
These apps can empower patients to increasingly take 
their health care into their own hands and include 
smartphone-supported home medical testing or 
medication adherence.3,4 

Patient-reported outcomes (PROs) refer to the report of 
the status of a patient’s health condition, such as physical, 
psychological, and wellbeing. PROs can be used to assess 
the impact of disease and treatment on symptom burden 
and health-related quality of life from the patient’s 
perspective. PROs are assessed in trials with 
questionnaires referred to as PRO measures (PROMs).5 
PROMs can be classified as disease-specific or generic. 
Disease-specific PROMs can be tailored to specific health 
conditions, populations, or functions, whereas generic 

PROMs capture general aspects of health-related quality 
of life irrespective of the health condition.6,7 Examples 
of disease-specific PROMs include the European 
Organisation for Research and Treatment of Cancer Core 
Quality of Life Questionnaire (QLQ-C30)8 and the 
Paediatric Asthma Quality of Life Questionnaire 
(PAQLQ),9 whereas generic PROMs include the EuroQoL 
five-dimension (EQ-5D) questionnaire10 and the 36-Item 
Short Form Health Survey (SF-36).11

PROM data collected in clinical trials can inform 
shared decision making, development of clinical 
guidelines, and facilitate patient communication at an 
individual level.12,13 Additionally, PROM data can be used 
to inform product labelling claims and inform regulators 
on the efficacy and tolerability of treatments.5,14 For 
example, PROMs have been used in oncology clinical 
trials to show benefits to patients’ symptoms and quality 
of life, supporting pharmaceutical labelling and 
approval.15 A review of clinical trials registered on 
ClinicalTrials.gov between 2007 and 2013 found that 
27% of clinical trials used PROMs.16 Up-to-date research 
on the overall use of PROMs in clinical trials registered 
on ClinicalTrials.gov is not available; however, PROM 
uptake is likely to have increased because of a greater 
awareness of the benefits of PROMs and regulatory 
guidance.5,17 The inclusion of PROMs in clinical trials of 
AI health technologies offers the incorporation of 
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patients’ perspectives as an important metric through 
which these technologies can be assessed. Previous 
qualitative research has suggested that a barrier to 
implementing these AI devices in regular clinical 
practice is poor patient acceptance and understanding.18 
In addition to the use of PROMs as a trial outcome to 
assess the effectiveness of an AI technology as a health 
intervention, AI models can use PRO data in their 
regular functions outside of clinical trials.19 For example, 
PRO data can act as an input for an AI model, either 
through large PRO datasets or a specific PRO data input 
for analysis. On the other hand, PRO data can be used as 
an output. For instance, AI can be developed to predict a 
particular PROM score. Currently, evidence relating to 
the use of PROMs in clinical trials of AI health 
technologies is scarce. Therefore, the aim of this Review 
is to explore the current use of PROMs in clinical trials of 
AI health technologies, identify the percentage of trials of 
AI health technologies that use PROMs, and identify 
how PROMs are being used (ie, as an input or output), 
considering the different PROMs being used and the 
types of AI technologies being developed.

Methods
Search strategy and selection criteria
We systematically searched the ClinicialTrials.gov 
registry in accordance with previous methodologies.16,20 A 
reviewer (FJP) searched for all interventional trials that 
tested an AI health technology, from registry inception to 
Sept 20, 2022. Although the term AI might be used 
variably, for the purposes of our systematic evaluation we 
searched for trials using the following terms because 
they are more commonly adopted for high-capacity 
machine learning techniques that have emerged in the 
past decade: “Artificial Intelligence” OR “AI” OR 
“Machine Learning” OR “Deep Learning” OR “Natural 
Language Processing” OR “Neural Network”. The search 
strategy was limited to the English language because the 
database only includes registries in English. We excluded 
observational studies, patient registries, and expanded 
access reports. We applied no restrictions on trial 
population, diseases and conditions studied, or the 
intended use case for the AI health technology being 
trialled. We removed exact duplicates but we did not 
exclude separate trials testing the same AI device with 
different methods. We did not include the term patient-
reported outcome and synonyms in the search strategy to 
avoid missing any relevant trials, as a consequence of the 
inconsistent use of the terms.21 We limited the search to 
interventional studies only and excluded trials not 
assessing an AI-enabled health technology. Originally, 
we planned to include only clinical trials of AI health 
technologies that used one or more PROMs as an 
outcome measure. However, we expanded the eligibility 
criteria to include all clinical trials of AI health 
technologies to allow for comparison between trials of AI 
health technologies that used PROMs and those that did 

not. We included eligible trials regardless of their trial 
status (ie, completed, recruiting, not yet recruiting, 
withdrawn, suspended, or terminated). We did not 
include trials reporting proxy-reported outcomes, unless 
they also reported a validated PROM. We excluded trials 
if it was not possible to extract enough details from the 
ClinicalTrials.gov trial records to satisfy the data 
extraction form fields (eg, specific AI health technology 
being trialled). Detailed information of the 627 included 
trials of AI health technologies is given in appendix 1.

Data screening
We downloaded the retrieved studies as a comma-
separated-values file and converted it into an Excel 
workbook. Two reviewers (FJP and SCR) independently 
did the screening of all studies after a pilot aimed at 
improving the process. The pilot comprised 10% of the 
included studies. Discrepancies were resolved through 
discussion, with the involvement of a third reviewer 
(MJC) when needed.

Data extraction and analysis
One reviewer (FJP) extracted data using an agreed data 
extraction table. A second reviewer (SCR) independently 
screened all the data and the level of agreement on 
inclusion of AI studies was 100%. Any queries or 
discrepancies related to PROMs (eg, PROM was disease-
specific or generic) were solved through a meeting with a 
third reviewer (MJC).

We extracted the following data for all trials of AI health 
technologies, independent of whether they included 
PROMs: clinical area or speciality addressed by the AI 
health technology; intended use population (ie, patient or 
health-care provider); and intended use of the AI health 
technology along the patient pathway (ie, for diagnosis, 
treatment, monitoring, or supportive care). Additional 
classifications were prevention, screening, and other 
(where the use-case did not fit into any other category); 
type of AI algorithm used; and whether PROMs were 
used as an input or output for the AI model.

Additionally, we extracted the software or hardware the 
AI was applied to (eg, a smartphone app or medical 
device) and a summary of the function and purpose of 
the AI health technology. For PROs used as trial 
outcomes, we also recorded whether the corresponding 
PROM was used as a primary or secondary trial endpoint. 
We identified and cross-referenced potential PROMs 
with the Patient-Reported Outcome and Quality of Life 
Instruments Database (PROQOLID).22 If we did not find 
a PROM on PROQOLID, we searched its validation study 
on PubMed. However, if we did not identify a validation 
study, we excluded the clinical trial from the PROM 
analysis. We included visual analogue scales (VASs), 
patient-reported experience measures (PREMs), and 
usability measures when they were completed by trial 
participants. We excluded tools not classified as PROMs, 
such as clinician-completed tools, composite measures, 
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and health-care use measures. We categorised each 
PROM as a disease-specific or generic measure.

Results
The ClinicalTrials.gov search yielded 2958 trial records. 
We screened titles for AI (figure 1), resulting in the 
inclusion of 693 trials for full-text assessment. We 
excluded 62 trials because the trial intervention did not 
assess an AI health technology and we excluded four 
trials because they did not provide detailed information 
to satisfy the required data extraction fields. We included 
the remaining 627 trials in the analysis, of which nine 
have been published,23–31 and the remaining ones are 
either ongoing trials or their results have not been 
published (appendix 2 pp 2–15). Of these 627 trials, 
152 (24%) included at least one specific PROM, PREM, 
VAS, or usability measure as a trial outcome.

Use of trials of AI health technologies per year
The number of trials that used at least one PROM, 
PREM, VAS, or usability measure as a trial endpoint 
increased from four trials in 2017, to 53 trials in 2021 
(figure 2). The total number of registered clinical trials of 
AI health technologies increased in the same period, 
from 8 trials to 142 trials. The lower number of trials in 
2022 than in 2021 is due to the search strategy being 
limited to September, 2022.

Trials of AI health technologies per country
211 (34%) of the 627 trials that used AI health technologies 
were conducted in the USA, followed by 85 (14%) in 
China, 39 (6%) in France, 30 (5%) in Spain, 29 (5%) in 
Canada, and 26 (4%) in the UK (appendix 2 pp 16–17). 
108 trials did not provide information on location and 
were classified according to the location of the trial 
sponsor, responsible party, or participant eligibility 

criteria. We could not establish the trial location of one 
trial.

The distribution by country of clinical trials of AI 
health technologies that used PROMs differs from the 
distribution of all clinical trials of AI health technologies. 
Among the six countries with the highest numbers of 
clinical trials of AI health technologies, the highest rate 
of PROM inclusion was in the UK (9 [35%] of their trials), 
followed by Canada (10 [34%]), the USA (61 [29%]), Spain 
(8 [27%]), France (9 [23%]), and China (4 [5%]).

Trials of AI health technologies per clinical area
We classified the 627 clinical trials of AI health technologies 
according to the clinical specialities and areas the AI 
health technology was designed for. The three most 
common clinical areas were digestive system health 
(97 [15%]), oncology (81 [13%]), and mental and 
behavioural health (70 [11%]). The inclusion of PROMs as 
a trial endpoint differs on the basis of the clinical area of 
the AI health technology trial. The clinical area with the 
highest rate of PROM inclusion in AI health technology 
trials was musculoskeletal health, such as osteoarthritis 
(16 [57%] of 28 trials in this area); followed by mental 
and behavioural health (38 [54%] of 70); endocrine, 
nutritional, and metabolic health, such as diabetes 
(22 [46%] of 48); and neurological system health (18 [41%] 
of 44; figure 3).

In the 152 trials that included PROMs, PREMs, VASs, 
or usability measures, we identified 219 unique PROMs 
(appendix 2 pp 26–31). Of these measures, 149 (68%) 
were classified as generic PROMs and 70 (32%) as 
disease-specific. Additionally, we identified 26 unique 
PREMs and usability measures (appendix 2 p 32) and 
15 unique VASs. We excluded 30 measures because we 
did not find them on PROQOLID and did not identify a 
corresponding validation study on PubMed. Of the 
152 trials that included PROMs, PREMs, VASs, or 

Figure 1: Study selection
AI=artificial intelligence.

2958 trials identified from ClinicalTrials.gov and screened by title

693 full-text trial records assessed for eligibility

2265 trials excluded (did not trial an AI 
technology)

627 AI trials included
152 of 627 AI health trials included at least one 

patient-reported outcome measure, patient-reported 
experience measure, visual analogue scale, or usability 
measure

66 trials excluded
 62 no AI technology trialled
 4 insufficient information on AI

Figure 2: Yearly use of PROMs, PREMs, VASs, and usability measures in trials of AI health technologies
For the years 2003–05, and 2009, we did not identify trials of AI technologies registered on ClinicalTrials.gov that 
used PROMs. For the years 2023, 2024, and 2026, the indicated trials are the trials registered on ClinicalTrials.gov 
that are due to commence recruitment in those years. AI=artificial intelligence. PREM=patient-reported experience 
measure. PROM=patient-reported outcome measure. VAS=visual analogue scale.
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usability measures, 35 (23%) used one or more PROM 
to assess a primary endpoint, 75 (49%) to assess a 
secondary endpoint, and 42 (28%) to assess both 
primary and secondary endpoints. The PROMs mostly 
used to assess trial outcomes were EQ-5D (20 [13%] of 
152 trials); the Patient Health Questionnaire, 9-item 
version32 (PHQ-9; 19 [13%] trials); the General Anxiety 
Disorder-7 (GAD-7) questionnaire33 (18 [12%] trials); the 
Hospital Anxiety and Depression Scale34 (HADS; 
7 [5%] trials); and SF-36 (7 [5%] trials). PHQ-9 is a 
generic tool used to screen for symptoms of depression 
and GAD-7 is a generic tool for symptoms of anxiety; 
their frequent use might partly be due to the large 
proportion of clinical trials of AI health technologies in 
mental and behavioural health (table 1).

Of the 627 AI health technologies trialled, 24 (4%) trials 
tested AI health technologies that captured PRO data to 
be processed by the AI system as an input (eg, a clinical 
decision support system that recommends the best 
treatment option for a patient, on the basis of their 
PROM data). Two (0·3%) trials tested AI health 
technologies that, in addition to using PRO data as an 
input for the AI system, also provide predictions of PRO 
status as an output (table 1).

The role of AI and the intended use population in trials 
of AI health technologies
We extracted data regarding the characteristics of the AI 
health technology being trialled. We categorised each 
trial according to the overall role of the AI health 
technology and its intended use population (ie, the group 
that interacts with, or operates, the AI interface: patients 
or health-care providers, or both). At least one PROM, 

PREM, VAS, or usability measure was included in 
90 (49%) of the 183 trials of AI health technologies 
designed for disease treatment; 32 (50%) of the 64 trials 
of AI health technologies used for monitoring or 
supportive care; 12 (6%) of the 217 trials of AI health 
technologies used for diagnosis; 95 (54%) of the 
176 clinical trials of AI health technologies that tested 
devices or technologies designed for patient use; and 
31 (8%) of the 395 trials of AI health technologies used by 
health-care providers (table 2).

For the 152 trials of AI health technologies that incor
porated one or more PROM, PREM, VAS, or usability 
measure as a trial endpoint, we extracted additional data 
regarding the specific form and function of the AI health 
technology: smart-device applications were the most 
common AI health technology, followed by clinical 
decision support systems and chatbots (appendix 2 
pp 18–24). 44 (29%) trials that used at least one PROM, 
PREM, VAS, or usability measure exclusively tested AI-
enabled smart-device applications. Of these, 33 (75%) 
were intended for patient use. These smart-device 
applications were most often designed as treatment 
interventions in mental and behavioural health (15 of 
44 trials).

23 (15%) of 152 trials tested clinical decision support 
systems designed to support patients or health-care 
providers, or both, in making health-care decisions on 
the basis of different parameters such as patient 
physiology or characteristics. 13 (57%) of these trials were 
designed for use by health-care providers, and 11 (48%) 
were involved in informing decisions regarding disease 
treatment. The most common clinical areas for clinical 
decision support systems were mental and behavioural 
health (6 [26%] of 23 trials), musculoskeletal health 
(5 [22%]), and endocrine, nutritional, and metabolic 
health (5 [22%]). Chatbots appeared in 14 (9%) of 
152 trials and were primarily used in mental and 
behavioural health.

183 trials reported testing a technology that used only 
machine learning (appendix 2 p 25). Of these, 48 (26%) 
used at least one PROM, PREM, VAS, or usability 
measure. In 315 trials, the investigated technology or 
algorithm was simply described as artificial intelligence.

Discussion
This Review summarises for the first time the role of 
PROMs in trials of AI health technologies with data from 
a large international trials registry. The data show that 
the number of trials of AI health technologies 
incorporating PROMs is growing rapidly, specifically in 
countries such as Canada, France, Spain, the UK, and the 
USA. The main trials of AI health technologies including 
PROMs focused on disease treatment and monitoring or 
supportive care.

The use of PROMs in the assessment of AI health 
technologies as a trial endpoint (7% of trials of AI health 
technologies) falls behind the rate of PROM use (27%) 

Figure 3: Use of PROMs, PREMs, VASs, and usability measures in trials of AI health technologies per clinical 
area
AI=artificial intelligence. PREM=patient-reported experience measure. PROM=patient-reported outcome measure. 
VAS=visual analogue scale.
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across all clinical trials registered on ClinicalTrials.gov 
between 2007 and 2013;16 the overall inclusion rate of 
PROMs in clinical trials of AI health technologies was 
25% between December, 2014, and September, 2022.

PROMs were most commonly used for AI technologies 
involved in mental health and long-term conditions, 
such as diabetes and osteoarthritis, for which assessment 
of health-related quality of life and symptom burden is 
particularly important.

The substantial use of PRO data collection among 
these clinical areas highlights the increased recognition 
of PRO data in clinical decisions to inform diagnosis and 
monitor improvement of symptoms. Many trials in 
endocrine, nutritional, and metabolic health were 
intended for patients with long-term conditions, such as 
diabetes, and aimed to enable self-management and 
lifestyle changes to improve quality of life and reduce 
symptom burden. PROM use also varies by geographical 
location. Notably, uptake of PROs is particularly low in 
trials of AI health technologies in China, which is 
consistent with a review that called for further expansion 
of PRO use in China to avoid missing important data.35

PROM use was the lowest in trials of AI-assisted 
diagnostic devices; however, the importance of PROMs 
varies according to context. PROMs should have a clear 
rationale for assessment, whether included as an input, 
output, or trial endpoint. Similarly to trials of other 

interventions, patient involvement in the co-design of 
trials of AI health technologies can help ensure that 
studies are designed to meet patients’ needs. Notably, AI 
health technologies are sometimes met by a lack of 
acceptance or understanding from patients.18 In this 
systematic evaluation, we identified very few trials that 
used a patient-completed questionnaire that was 
specifically designed to assess the usability or 
acceptability of the AI health technology being trialled. 
These types of questionnaires could be used to identify 
and address patient concerns on the accessibility of AI 
health technologies intended for patient use.

Transparency in the reporting of trial protocols, 
including the description of the intervention and the 
demographics of patients included, is important for any 
trial. In particular, transparency is crucial in trials of AI 
health technologies in which the performance of two 
apparently similar technologies might vary widely, and 
the performance might generalise poorly between 
different population groups. Several trials in this Review 
did not report specific key information on the functioning 
of the AI health technology being tested, the type of 
algorithm being used, and details regarding the interface 
through which it is interacted with, thus presenting 
concerns on its reproducibility. These features are 
important to understand AI health technologies and to 
assess the validity of the trial, and would be reported if 
registrants complied with the reporting guidelines for 
trial protocols involving PROs (SPIRIT-PRO) and AI 
health technologies (SPIRIT-AI).36,37 However, these fields 
are not currently mandated on ClinicalTrials.gov.

Measures to ensure inclusive recruitment leading to a 
suitably diverse study population are an important part 
of ethical trial design and are recommended by the US 
Food and Drug Administration,38 but do not feature on 

Number of trials

Most commonly used PROMs

EuroQoL five-dimension five-level questionnaire27 20/152 (13%)

Patient Health Questionnaire, 9-item version28 19/152 (13%)

General Anxiety Disorder-729 18/152 (12%)

Hospital Anxiety and Depression Scale30 7/152 (5%)

36-Item Short Form Health Survey31 7/152 (5%)

Other

Visual analogue scales 15/152 (10%)

Patient-reported experience measures and 
usability measures

39/152 (26%)

Endpoint positioning of PROMs

Primary 35/152 (23%)

Secondary 75/152 (49%)

Both primary and secondary 42/152 (28%)

Classification of PROMs

Generic 149/219 (68%)*

Disease-specific 70/219 (32%)*

PROMs as input or output

Input 24/627 (4%)

Input and output 2/627 (0·3%)

Output 0

PROM=patient-reported outcome measure. *For generic and disease-specific 
PROMs, data are number of measures and not trials.

Table 1: PROMs characteristics in trials of artificial intelligence health 
technologies that used at least one PROM, visual analogue scale, 
patient-reported experience measure, or usability measure

Trials 
(n=627)

Trials that used at least 
one PROM, PREM, VAS, 
or usability measure

Role of artificial intelligence

Diagnosis 217 12 (6%)

Treatment 183 90 (49%)

Monitoring or supportive care 64 32 (50%)

Prevention 66 11 (17%)

Screening 76 5 (7%)

Other 21 2 (10%)

Intended use population

Patients 176 95 (54%)

Health-care provider 395 31 (8%)

Patients and health-care provider 56 26 (46%)

PREM=patient-reported experience measure. PROM=patient-reported outcome 
measure. VAS=visual analogue scale.

Table 2: Artificial intelligence trials according to the role of artificial 
intelligence and the intended use population, with the corresponding 
number of trials including at least one PROM, PREM, VAS, or usability 
measure
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ClinicalTrials.gov. For instance, the reporting of a partici
pant’s ethnicity as a mandatory field on ClinicalTrials.gov 
is absent. In the context of AI, this requirement is 
particularly important because of issues of poor 
generalisability when AI health technologies are trained 
and tested on patient groups that are not representative 
of the intended use population, usually because of a lack 
of diversity. PRO data collection also needs to be inclusive 
and should consider the needs of underserved groups, 
such as minority ethnic or socioeconomically disad
vantaged groups and those with particular health 
statuses, because they might experience specific barriers 
or prejudices that restrict their inclusion in research.39

Capturing PRO data to assess AI health technologies in 
clinical trials allows people who commission these 
technologies to have a wider view of their impact, 
including their effect on patients’ quality of life and 
health-related quality of life. The use of PROM data as an 
input to an AI health technology helps ensure that some 
aspects of the patient’s own perspective are part of the set 
of variables from which the algorithm makes its 
predictions. The use of PROs as an output from the AI 
health technology (ie, when the algorithm output involves 
the prediction of a PRO status such as improvement in a 
symptom score or quality of life measure) might help 
support interventions and treatment decisions that result 
in health outcomes that better align with patient priorities. 
Several considerations for the inclusion of PROs in trials 
of AI health technologies are given in the panel.

Limitations 
Trial records having inadequate detail regarding the 
PROMs used or the type of AI health technology tested 
was an issue and might have contributed to inaccuracies 
in the data synthesised. Several trials did not provide 
adequate information regarding trial endpoint 

assessment via PROMs, including information on the 
specific PROM used, or on whether a PROM was patient-
reported or proxy-reported for PROMs that could be used 
in both cases. In trials of advanced illness, some PROMs 
were probably completed by proxies.

Four trials reported the AI health technology that was 
being trialled; however, they did not provide enough 
information required to populate the data extraction 
form created. Because of the absence of reporting 
standards on ClinicalTrials.gov, trial registry entries often 
do not report enough information for assessment, which 
could have led to inaccuracies in the data extracted, 
particularly relating to the function of the AI health 
technology being tested. We did not assess the protocols 
of the trials included because many protocols are not 
available and results are yet to be reported for a number 
of studies.

Additionally, the primary focus of this Review was the 
emerging high-capacity machine learning technology 
(eg, deep learning and neural networks), which is 
typically indexed under the search terms included. We 
acknowledge an absence of consensus in the community 
on whether methods such as logistic regression should 
also fall under the definition of AI; however, this aspect 
was not the primary focus of the Review. Therefore, we 
might have missed trials assessing methods such as 
logistic regression that were not indexed under any of the 
search terms.

For AI-enabled health technologies that captured 
PROMs as an input for the algorithm or provided a 
prediction in PROM format as an output, almost none of 
the trials specified the particular measures captured or 
the PROM format being predicted by the AI model.

Conclusions
This systematic evaluation of the ClinicalTrials.gov trial 
registry provides new insights into the role PROMs have 
in both the assessment of AI health technologies in 
clinical trials and their use in AI models. The use of 
PROs provides a way to ensure that the patient’s own 
perspective and priorities are represented in the function 
of these technologies, and in the process that assesses 
them. The use of PROs data in the function and 
assessment of AI health technologies is not only possible, 
but is a powerful way of showing that, even in the most 
technologically advanced health-care system, the patient 
perspective remains central. In accommodating 
individual patient perspectives and placing them at the 
centre of AI development, patient concerns and anxieties 
surrounding AI can potentially be addressed and support 
for AI implementation in health care will grow.
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Panel: Considerations for the inclusion of patient-reported outcomes in clinical trials 
of artificial intelligence (AI) health technologies

•	 Clearly define the nature of the AI health technology36

•	 At the design stage, clearly state the intended use and the intended use population;36 
intended use is a technical term with substantial regulatory meaning, and the lack of 
clarity on this term at an early stage is a recurrent problem in design

•	 Carefully consider measures to ensure the inclusion of underserved groups
•	 Involve patients and members of the public in the co-design of AI trials and selection of 

patient-reported outcome measures (PROMs)36,37

•	 Carefully select and define PROMs on the basis of the target population36

•	 Clearly define whether a PROM will be completed by a patient alone or via a proxy (ie, 
carer or health-care provider)36

•	 Transparently report the demographics of the included participants
•	 Openly and transparently report trial protocols by use of international guidelines for 

clinical trials of AI health interventions (SPIRIT-AI) and patient-reported outcomes 
(SPIRIT-PRO)36,37

•	 Ensure trial protocols are made more readily available to avoid duplication of research 
and waste of research resources
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