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A B S T R A C T

We examine the impact of intelligence on decision making in an infinitely repeated sequential
public goods game. Using a two-part experiment, we collect data on subjects’ intelligence and
a wide range of preference characteristics, and match these to their full contingent strategy
profiles. We find that leaders are less likely to play a free-riding strategy as their intelligence
increases. Followers are less likely to play a grim-trigger strategy as intelligence increases.
Performing simulations using players’ strategies, we find that groups contribute more and are
more profitable as intelligence increases. Our results have implications for the design of policies
promoting group success.

. Introduction

Infinitely repeated games characterise key aspects of many of our everyday relations. In a range of these interactions individuals
ace incentives in which personal interest and group benefits are in conflict. Existing evidence from the infinitely repeated games
iterature suggests that such interactions may be beneficial to curb free-riding behaviours (Dal Bó and Fréchette, 2019), allowing
layers to respond to past actions in the future, and therefore enable the enforcement of efficient or ‘‘reasonable’’ outcomes (Wen,
002). Although strategies in infinitely repeated simultaneous-move games have been well studied (Aoyagi and Fréchette, 2009;
reitmoser, 2015; Dal Bó and Fréchette, 2011; Fudenberg et al., 2012; Romero and Rosokha, 2018), the strategies that individuals
elect in games in which one player assumes a leadership role, or takes the first action, surprisingly have received limited attention.
n situations where personal and collective interest are in conflict, but where there exists the opportunity for profitable cooperation,
he success of a group often depends upon a leader’s ability to solve a complex social problem, or find the solution to a complex
ocial dilemma (De Cremer, 2006; Choi and Mai-Dalton, 1998). As highlighted by Ghidoni and Suetens (2020), as well as Kartal and
üller (2021), sequentiality reduces the strategic risk for a player who moves second. A follower can therefore potentially reap the

enefits of cooperation, and avoid being betrayed by a leader, if and only if the leader initiates cooperative behaviour. If the leader
s cognitively sophisticated enough to be able to understand this, they too face reduced strategic risk in comparison to simultaneous
ove games. It then seems plausible that intelligence is a key determinant of cooperation in sequential games. In this paper, we
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fill the gap in the literature by examining if leaders’ and followers’ intelligence impacts behaviour in infinitely repeated sequential
public good games.1

The social dilemmas that leaders need to solve are cognitively demanding, and require them to think strategically in order to try
nd predict the behaviour of their followers (Rustichini, 2015) and act appropriately. They must take their own and their followers’
ncentives and beliefs in to account when choosing what action to take, or which strategy to implement (Costa-Gomes et al.,
001). Kosfeld (2020) highlights three criteria a leader’s strategy must satisfy in order to be successful. First, they have to place trust
n the motivated in order to initiate motivation; second, they have to incentivise cooperation with rewards, and punish those who
re not motivated to cooperate in order to encourage it; and finally, try and attract those followers who respond to these incentives.
n support of Kosfeld (2020), Gächter and Renner (2018) highlight the importance that leaders play in managing followers’ beliefs in
rder to keep followers motivated, studying how initial actions, and beliefs about actions, are crucial for cooperation in the future.
n interactions that are repeated infinitely, or indefinitely, this is particularly relevant, as leaders must consider how their actions
ffect the decisions of followers in the current interaction, but also in all future interactions. Given the previous literature examining
he role of intelligence in decision making (Costa-Gomes et al., 2001; Frederick, 2005; Proto et al., 2019), it seems reasonable to
redict that those leaders that are the most cognitively sophisticated, and therefore the most able to understand the benefits to be
ccrued in the future from their actions today, should be best placed to choose the most successful strategies.

Although a hypothesised link between leadership intelligence, cooperation and efficiency seems sensible, it is important to
cknowledge that the evidence on the importance of leadership in social dilemmas is mixed. For example, Rivas and Sutter (2011)
ind that leadership has a strong positive effect on cooperation in groups when endogenized, although the effect is more muted
hen imposed exogenously. Haigner and Wakolbinger (2010) and Cappelen et al. (2016) corroborate this finding, and show that

he endogenous selection of leaders has positive effects. In contrast Sahin et al. (2015) report evidence from the laboratory that
eaders who set an example, and those who use messages in order to try and promote cooperation among group members, are
oth highly ineffective at increasing cooperation and efficiency. They suspect this may be a consequence of the parameters of
heir experiment. This suggests that the incentive structure of the dilemma and leadership effectiveness interact. In a similar
aboratory setting, Figuiéres et al. (2012) report evidence that any positive effects of leadership vanish when the dilemma is played
epeatedly, and the leadership role is randomised in each repetition. The mixed evidence on the role and importance of leadership
or cooperation highlights the need to understand more clearly the dimensions and characteristics that make leaders successful.

The purpose of this paper is to examine the role that intelligence plays in the strategy choices of leaders and followers in social
ilemmas. Specifically, we examine the extent to which a leader’s intelligence links to the criteria outlined by Kosfeld (2020).
his is done using a novel two part experiment designed in the spirit of work conducted by Selten et al. (1997), Dal Bó (2005)
nd Proto et al. (2019). In one part subjects complete a number of incentivised tasks from which we elicit a comprehensive range
f economically significant preference characteristics, and obtain a variety of demographic measures and personality scores using
uestionnaires. We elicit social preferences using the equality equivalence test (Kerschbamer, 2015), risk attitudes following (Holt
nd Laury, 2002) and provide a measure of intelligence by using the Raven Test (see Foulds and Raven (1950)). Although what
onstitutes intelligence and how to measure it is hotly debated (see Sternberg and Kaufman (2011) for a comprehensive recent
verview and Burke (1958) for an older discussion), the Raven Test has been used extensively in research in psychology, as a
ool in hiring, the military (Burke, 1958; Sundet et al., 2004) and education to examine an individual’s problem solving ability,
bstract reasoning, or what educational psychologists call fluid intelligence (Cattell, 1963).2 Descriptively, we categorise subjects

using this measure into what we call Low Raven, if they score below or equal to the average Raven score and High Raven if they score
above. However, our analyses uses Raven score per se, ruling out our results being driven by what might be seen as an arbitrary
categorisation. Subjects are also never told their own or other subjects’ Raven scores, and are unaware that the experimental focus
is on their score in this test. This rules out any sort of status effects driving our results (Kumru and Vesterlund, 2010; Jack and
Recalde, 2015).

In another part, subjects play a two player infinitely repeated sequential public goods game, in which they are randomly assigned
to be either a first mover (Leader) or a second mover (Follower). Leaders first decide how much of their endowment to contribute to
the public good, Followers observe this, and then decide how much of their endowment to contribute. Following Roth and Murnighan
(1978) we induce an infinitely repeated game by repeating the game indefinitely, randomly continuing the game at the end of
each period of play. This game has features that closely resemble the dilemmas faced by leaders in organisational contexts and
a wide range of applications (e.g. employer employee relations, borrower–lender relations, trade) (Ghidoni and Suetens, 2020). In
addition, the sequential nature of the game provides us with the opportunity to observe how Leaders’ strategies influence the actions
of Followers and how outcomes evolve as the interaction is repeated. The indefinitely repeated nature of the game is a distinguishing
feature of our design, and the study of leadership in this setting has so far been neglected, making this a unique contribution to the
literature.

Another feature of our design is that we elicit subjects’ full strategy profiles for the indefinitely repeated game following the
pproach of Axelrod (1980), Selten et al. (1997) and Dal Bó and Fréchette (2019). This approach provides a number of advantages,
hich in turn provide contributions to the growing literature examining leadership, and that which seeks to examine the effect of

ntelligence on economic decision making. First, we examine strategy choices before any type of learning has taken place, and as

1 Following Dal Bó and Fréchette (2018), we use the terms ‘infinitely’ and ‘indefinitely’ repeated games interchangeably throughout the paper.
2 Cattell (1963) provides a discussion of the definitions and differences between what are widely regarded as the two different types of intelligence, fluid

nd crystallised intelligence.
2
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such can rule out learning dynamics within the experiment as an explanation for the differences conditional on intelligence. Learning
dynamics have been shown to be important for equilibrium selection in range of games, including cognitively demanding repeated
social dilemmas (Macy and Flache, 2002) and market games (Bosch-Rosa et al., 2018), with evidence suggesting there exists a strong
link between intelligence and learning dynamics (Chen, 2015). For example, Gill and Prowse (2016) examine the micro-processes
that drive differences in behaviour between those of high and low intelligence. They find that those with high cognitive ability
converge more frequently to equilibrium play and earn substantially more those with low cognitive ability in 𝑝-beauty contest
games. However, we still know little about the pure impact of intelligence on strategy choices when learning dynamics are muted.

Second, as we observe full strategy profiles, we can rule out differences in beliefs as driving the differences in most of the
observed behaviour conditional on intelligence; although Leaders must take an initial action, all strategies are then defined for
all possible contingencies, so subjects do not have to choose strategies based on their expectations about what the other player
will do. Previous work has shown this to be important, especially for leaders, who are regarded as ‘belief managers’ in sequential
social dilemmas (Gächter and Renner, 2018). The perfect monitoring environment we choose further simplifies the identification
of strategies being chosen, and enables us to use cluster analysis to group strategies together that share common characteristics.
Third, our design accommodates us to conduct simulations of interactions between the strategies of all Leaders and Followers, and
thus we can consider how the intelligence composition of groups influences how cooperative and successful they are. This is akin to
the computerised tournaments conducted by Axelrod (1980). This approach means we can consider how successful Leaders are with
respect to the population of subjects, not just in a single interaction in a single experimental session. Fourth, the strategy elicitation
method we use eliminates the issue of identifying strategies econometrically and dealing with the challenge of some histories of play
having only few observations, or a small number of realised periods of play. Finally, learning which strategies Leaders and Followers
actually use is of interest for a variety of reasons, such as informing future theoretical work, understanding the characteristics of
individuals who play strategies regarded as best responses, and identifying the environments in which we might expect cooperation
to emerge.

We report a number of observations. First, we observe that around 50% of subjects play Tit-for-Tat type strategies regardless of
Raven score: subjects are willing contribute to the public good as long as the other player also contributes. This is similar to the
proportion of subjects playing this strategy previously found in the finitely repeated games literature (Fischbacher et al., 2001).
However, it is important to note that a conditionally cooperative strategy is part of an equilibrium in the current experiment, but
that is not the case in finitely repeated games or in one-shot games. Kosfeld (2020) highlights these strategies as being crucial for
leadership success. We also find that Leaders are less likely to play a free-riding strategy as their intelligence increases: a one point
ncrease in Raven score reduces the probability that a Leader is a Free-Rider by around 1%. We report no significant differences in
eliefs, or Period 1 play in Leaders conditional on Raven score, ruling out disparities in beliefs and first period play as driving any of
ur observations (Gächter and Renner, 2018). With regard to Followers, we find that higher levels of intelligence are associated with
igher levels of contributions in the first period of play. Intelligence also lowers the probability that the Follower plays a strategy

that is similar to Grim Trigger, a well studied strategy identified in the prisoner’s dilemma literature (Axelrod, 1980).3
Using each subject’s unique strategy profile to simulate over 9000 unique interactions, we find that groups comprised of subjects

with above average intelligence (High Raven) Leader and Follower contribute significantly more to the public good and make
significantly higher profits than groups where both players are below average intelligence (Low Raven). We find that Leaders’ Raven
score increases the earnings and contributions of Followers, and that Followers’ Raven score increases the earnings and contributions
of Leaders. However, the effect of the Leader on the Follower is estimated to be significantly larger than Follower on the Leader. We
also find an interesting interaction effect between Raven scores, with the Follower’s Raven score having a greater impact on the
Leader’s contributions as the Leader’s intelligence increases.

Our paper makes a number of contributions. First, we find evidence to suggest that intelligence can play an important role
for strategy choice in sequential social dilemma games, influencing the probability that free-riding and grim trigger strategies are
selected. We show this in an indefinitely repeated setting, a context that closely maps to the dilemmas faced by individuals in
organisations in terms of incentives, and a number of other relevant applications (e.g. employer employee relations, borrower–lender
relations, trade). Finally, our results complement and extend the literature that examines the implications that intelligence has for
economic behaviour and outcomes, and our results have implications for the solutions to organisational problems. Specifically, if an
organisation wants to minimise the number of free-riders and maximise the number of conditional cooperators, Raven tests could
be employed to that end.

The remainder of this paper is organised as follows. Section 2 outlines our experimental procedure and design, Section 3 presents
the results from the experiment and simulations, and Section 4 concludes.

2. Experimental procedure and design

The experiment was designed to examine how intelligence impacts the strategy choices of Leaders and Followers in sequential
social dilemmas. To do this we follow Proto et al. (2019), and design a two part experiment. In Part A, subjects make a number
of decisions that enable us to measure, and therefore control for, their intelligence level and a range of economically significant

3 Throughout the paper, we refer to what the some papers in the public goods game literature might call ‘conditional cooperation’ as Tit-for-Tat type strategies.
his is done in order to distinguish between different types of conditional cooperation, because other strategies such as grim trigger are also a type of conditional
3

ooperation.
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Table I
Equality Equivalence Test.
Decision LEFT RIGHT

1. £3 to you, £8 to the charity £5 to you, £5 to the charity
2. £4 to you, £8 to the charity £5 to you, £5 to the charity
3. £5 to you, £8 to the charity £5 to you, £5 to the charity
4. £6 to you, £8 to the charity £5 to you, £5 to the charity
5. £7 to you, £8 to the charity £5 to you, £5 to the charity

6. £3 to you, £2 to the charity £5 to you, £5 to the charity
7. £4 to you, £2 to the charity £5 to you, £5 to the charity
8. £5 to you, £2 to the charity £5 to you, £5 to the charity
9. £6 to you, £2 to the charity £5 to you, £5 to the charity
10. £7 to you, £2 to the charity £5 to you, £5 to the charity

Table II
Lottery choice lists.
Decision LEFT RIGHT

1. 10% chance of £2, 90% chance of £1.80 10% chance of £3.85, 90% chance of £0.10
2. 20% chance of £2, 80% chance of £1.80 20% chance of £3.85, 80% chance of £0.10
3. 30% chance of £2, 70% chance of £1.80 30% chance of £3.85, 70% chance of £0.10
4. 40% chance of £2, 60% chance of £1.80 40% chance of £3.85, 60% chance of £0.10
5. 50% chance of £2, 50% chance of £1.80 50% chance of £3.85, 50% chance of £0.10
6. 60% chance of £2, 40% chance of £1.80 60% chance of £3.85, 40% chance of £0.10
7. 70% chance of £2, 30% chance of £1.80 70% chance of £3.85, 30% chance of £0.10
8. 80% chance of £2, 20% chance of £1.80 80% chance of £3.85, 20% chance of £0.10
9. 90% chance of £2, 10% chance of £1.80 90% chance of £3.85, 10% chance of £0.10

characteristics. In Part B, subjects then define a full contingent strategy profile for a two player sequential public goods game that
is indefinitely repeated. No feedback about earnings or outcomes from either Part of the experiment was given until all decisions
and questions had been made and answered. The order in which participants completed Part A and Part B was randomised in order
to control for any link between decision order and behaviour.

2.1. Procedure

2.1.1. Part A — preferences and individual characteristics
In Part A, subjects completed three tasks: The Equality Equivalence Test (EET) (Kerschbamer, 2015) to provide a categorisation

f social preferences, a ten item Holt and Laury lottery choice list (LCL) (Holt and Laury, 2002) to elicit risk preferences, and a 36
tem Raven Test in order to provide a measure of intelligence. These were completed in a random order to control for order effects.
ubjects were paid for one of the tasks, chosen at random; if the EET or LCL was chosen for payment, one decision was selected at
andom for payment, if the Raven Test was selected, three questions were selected at random and paid if correct.

For the EET, subjects made decisions over two sets of five binary decisions. In each decision, they chose between two allocations,
ne that resulted in an equal payoff to themselves, and a charity, and one that resulted in an unequal payoff to themselves and
harity.4 We chose a charity rather than another subject to receive the payment in order to reduce any income effects, or beliefs
bout receiving additional earnings, impacting decisions within Part B. Following the procedure of Kerschbamer (2015), these ten
ecisions can be used to categorise the social preference type of each subject. We chose the EET over other tests because it provides
measure of social preferences without having to make restrictive assumptions about functional forms, the selection of specific

unctional forms which the researcher wishes to estimate, or other modelling variants. Table I outlines the ten binary decisions.
In the LCL, subjects made ten binary decisions over two lotteries. In each lottery, the payoffs were kept constant, but the

robabilities were varied. Table II outlines the lotteries. The row number they switch from Left to Right provides an estimate of their
evel of risk aversion — lower switches suggest a higher level of risk aversion. We selected the LCL over other methods because it
as been used widely in the literature and is suitable for the population (university students) that we are studying (Harrison et al.,
008).5

The Raven test (Foulds and Raven, 1950) we use and the way in which we implement it is identical to that employed by Proto
t al. (2019). We use a 36 item test from the Advance Progressive Matrices (APM) Set E, with subjects limited to 30 s for each
tem. For each question of the APM, subjects are shown a pattern, with one item in the sequence missing, and subjects must select
he correct answer from a choice of eight in order to complete it. The matrices get more difficult as the subject progresses. We
ewarded subjects with £2 per correct answer out of three randomly chosen questions if this test was chosen for payment. This was

4 We chose UNICEF, as this charity is not related to any specific political party, religion, or ideology, and is known internationally.
5 In both the EET and LCL, we interpret subjects with multiple switching points as being indifferent between the alternatives (Anderson and Mellor, 2009).

s a consequence, we use the first switching point in the estimate of risk aversion/social preferences, although our results are not sensitive to using alternative
4

rocedures.
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done to incentivise subjects to put effort into answering the questions, and although this is not typical for the Raven test, we do
this following Proto et al. (2019).

Throughout the paper, we divide subjects into Low and High Raven depending on their score in the Raven Test. Those below and
equal to the mean are identified as Low, and those above the mean, we describe as High. We use this split for presenting descriptive
statistics, however due to it being an arbitrary divide, we focus on the impact of Raven score per se on decisions for the analyses.

.1.2. Part B — strategies for the infinitely repeated game
In Part B, subjects are randomly assigned a role, either as a First Mover, herein Leader or as a Second Mover, herein Follower,

nd then matched into pairs. They then play a single indefinitely repeated sequential public goods game that has the following
tructure. In each period of the game, subjects have 20 tokens and have five actions: contribute 0, 5, 10, 15 or 20 tokens to a
Group Project’. The Leader takes their action first, the Follower observes it, and then takes their action. We implemented a marginal
er capita return of 0.75; both subjects received 0.75 tokens for each token contributed to the Group Project. Following Proto et al.
2019), who find empirically that a high continuation probability is most likely to induce gains from intelligence, we implement
he indefinitely repeated game with a continuation probability of 𝛿 = 0.75. Rather than elicit subjects’ actions in each period of the
ame, we instead follow a similar procedure to Dal Bó and Fréchette (2019), whereby subjects had to define a complete contingent
trategy profile before playing a game and any feedback had been received. Once all subjects had defined this strategy, the computer
ould then match each Leader to one Follower, implement the strategy and that of the other player, and determine the outcome of

he game.
Strategies were elicited as follows. Leaders first decided how many tokens to contribute in Period 𝑡 = 1, specifying either 0, 5, 10,

5 or 20. The remainder of their strategy profile, which we call their Plan of Action is defined by answering twenty five questions.
he subjects’ answers to these questions determines what their action would be in all periods after Period 1 once their Plan of Action

s matched to a Follower. The exact questions that Leaders had to answer after specifying Period 1 contributions were as follows:

• After Period 1, if I last contributed 0 tokens and the second mover contributed 0 tokens, then contribute ____ tokens.
• After Period 1, if I last contributed 0 tokens and the second mover contributed 5 tokens, then contribute ____ tokens.
• ...
• After Period 1, if I last contributed 20 tokens and the second mover contributed 15 tokens, then contribute ____ tokens.
• After Period 1, if I last contributed 20 tokens and the second mover contributed 20 tokens, then contribute ____ tokens.

In doing so we observe the Leaders’ full contingent strategy profile.
Followers strategies were elicited in almost the same way, however due to the sequential nature of the game, Followers are able

o condition Period 1 contributions on the Leader’s contribution. Thus, Followers first define what we call a Period 1 Plan, and then
a Plan of Action. We elicit the Period 1 Plan using the following five questions:

• If the first mover contributes 0 tokens in Period 1, then contribute ____ tokens.
• If the first mover contributes 5 tokens in Period 1, then contribute ____ tokens.
• If the first mover contributes 10 tokens in Period 1, then contribute ____ tokens.
• If the first mover contributes 15 tokens in Period 1, then contribute ____ tokens.
• If the first mover contributes 20 tokens in Period 1, then contribute ____ tokens.

We then elicit the Followers contributions for all other periods in the same way as the Leader, asking them the following twenty
five questions to elicit their Plan of Action:

• After Period 1, if I contributed 0 tokens in the last period and the first mover contributed 0 tokens in this period, then contribute
____ tokens.

• After Period 1, if I contributed 5 tokens in the last period and the first mover contributed 0 tokens in this period, then contribute
____ tokens.

• After Period 1, if I contributed 10 tokens in the last period and the first mover contributed 0 tokens in this period, then
contribute ____ tokens.

• ...
• After Period 1, if I contributed 20 tokens in the last period and the first mover contributed 20 tokens in this period, then

contribute ____ tokens.

We limit the Followers plan so that it can only be conditioned on the previous two actions, i.e. their own action in Period 𝑡−1 and
he Leader’s action from Period 𝑡. This is done in order to keep strategies between players comparable. We also elicited all subjects’
eliefs about what the other player would contribute in Period 1, which was done prior to their Plan of Action being defined. This
as incentivised, with correct beliefs rewarded with £2.

Once both players’ full strategy profiles are defined, the computer plays out the indefinitely repeated game using the strategies
xactly as defined. The game was played once, with no feedback until the game had ended and all questionnaires and responses
ad been elicited. Although we place some restrictions on the players’ strategies, the majority of strategies used and studied in the
ublic goods game literature can still be played, such as Tit-for-Tat and Free-Ride, as well as strategies identified in the prisoners’
ilemma literature, such as Grim Trigger, Punish/Reward and Always Cooperate. This is despite the limitations we place on the
istory of play subjects can condition their strategy on.
5
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Table III
Observations.
Panel A

Raven Score Leader Follower

Low 42 48
High 53 47

Panel B

Treatment Simulated Interactions

Low Raven 42 × 48 = 2016
High Raven 53 × 47 = 2491
Mixed Raven 42 × 47 + 53 × 48 = 4518

Total 9025

The main consideration associated with increasing the history of play that subjects are able to condition their strategy on is that
he number of questions they need to answer to define their strategy increases exponentially. We made a conscious design choice
o keep the procedure as simple as possible, as otherwise subjects’ ability to understand the procedure may otherwise be driving
he differences in strategies between intelligence levels. This also motivated our decision to incorporate perfect monitoring, rather
han public or private monitoring, in the experimental environment. As Aoyagi et al. (2019) show, this should reduce complexity
n strategy choice, making it easier to identify the strategies subjects play. Considerations associated with the ‘strategy method’ are
hat it may force subjects to think differently about the game in comparison to the ‘direct response method’, which in turn may
roduce differences in behaviour. However, previous work has found the two methods to both be behaviourally valid, with the
ajority of studies finding no differences in behaviour between the two methods (see Brandts and Charness (2011) for a review of

he literature). There are, however, a number of additional advantages of eliciting strategies rather than observing actions. First, we
bserve the exact strategy each subject is playing, rather than having to estimate it. This reduces the possibility of error or issues due
o the estimation procedure. Given the continuation probability we use of 0.75, we would expect to observe each interaction lasting
nly four Periods — which is far less than the number of possible actions. This contrasts with a prisoner’s dilemma where there
re only two actions, and where such an approach may be more advantageous. This would then make the estimation of strategies
ifficult, and may rely on a large number of assumptions that may weaken the analysis.

An alternative design choice might be to repeat the number of interactions, and enable subjects to modify their strategies after
earning had taken place. Previous work has shown that leading figures can teach others to play optimally, and that this emerges
ith experience (Camerer et al., 2002; Hyndman et al., 2012; Vostroknutov et al., 2018). We made a conscious decision to avoid

his, as we wanted to avoid the possibility of learning, and belief updating that may influence behaviour. Both learning and belief
pdating may vary ambiguously with levels of intelligence and may have made the interpretation of our data more difficult. Our
ocus in this paper is on the pure effect of intelligence on strategy choice, absent learning within the experiment and holding beliefs
onstant.6

As we elicit subjects’ strategies in Part B rather than their actions, we are able to examine how each Leader’s strategy would
perform against every other Follower’s strategy, and vice versa. This is achieved by simulating how the game would have been
played for all the possible strategy combinations. For each simulated interaction, we simulate a game consisting of four periods,
because this is the expected number of periods the game should run for, given the continuation probability of 0.75. We do this in
the spirit of the seminal work by Axelrod (1980) who examined which strategies were most effective in prisoner’s dilemma games,
examining strategies submitted by different academics. Axelrod (1980) found that tit-for-tat was the most effective. Similarly Selten
et al. (1997) examined strategy performance in indefinitely repeated Cournot Oligopoly games, and used tournaments to examine
which was most effective. In this paper, we match each Leader’s strategy we observe to each Follower’s strategy exactly once and
examine how each subject’s intelligence level impacts their own, and the other players, earnings and contributions.

To describe the simulated games, we refer to Low and High Raven categorisations of the subjects: in the High Raven treatment,
both the Leader and the Follower have a Raven score above the mean; in the Low Raven treatment, both players have Raven scores
below the mean; in the Mixed Raven treatment one player has a Raven score above, and one a Raven score below, the mean. The
experiment was conducted in FEELE at the University of Exeter, and in BEEL at the University of Birmingham in February 2020. 190
undergraduate students were recruited through ORSEE (Greiner, 2015) (Exeter) and SONA (Birmingham). The experiments were
conducted using zTree (Fischbacher, 2007). Once Part A and Part B of the experiment were completed, we then obtained individual
demographics and asked participants to complete the BIG 5 personality questionnaire.7 Table III Panel A presents the number of
observations we obtain for both Leaders and Followers, disaggregated by their Raven score, and Panel B displays the number of
imulated interactions.

6 We acknowledge that providing subjects with the ability to play the game by specifying actions, rather than strategies, prior to committing to a single
trategy would have given them the ability to learn. Had we instead implemented this design choice, we may have observed different behaviour.

7 All experimental materials are available in Appendix.
6



European Economic Review 152 (2023) 104372M. Drouvelis and G. Pearce
Table IV
Summary Statistics — Observable Characteristics.

Measure Low Raven High Raven 𝐻0 ∶High=Low

Raven Score 16.467 23.93 p < 0.001
(3.373) (2.463)

Risk Score 6.578 7.08 p > 0.1
(2.077) (1.68)

EET x score 0.678 0.87 p > 0.1
(0.815) (0.812)

EET y score 1.222 1.25 p > 0.1
(0.9) (0.914)

Proportion of males 0.544 0.52 p > 0.1
(0.501) (0.502)

Proportion of Birmingham 0.444 0.4 p > 0.1
(0.5) (0.492)

Age 20.589 20.78 p > 0.1
(2.481) (3.498)

Political Score 4.533 4.42 p > 0.1
(1.743) (1.665)

Agreeableness 117.7 116.64 p > 0.1
(19.195) (16.663)

Mother’s Education level 4.156 4.4 p > 0.1
(1.595) (1.498)

Father’s Education level 3.589 3.55 p > 0.1
(1.336) (1.253)

Subjects 90 100

Notes: The mean Raven Score is 20. All measures compared using two sided Robust Rank Order Tests, using
individual level observations. Standard deviation in parentheses. Risk score is the average switching point in the
Holt and Laury lottery choice list. EET 𝑥 and 𝑦 scores are calculated following (Kerschbamer, 2015). Political Score
is a measure of how ‘Right Wing’ an individual regards themselves, with higher scores being more ’Right Wing’
(1–7). Proportion of males/Birmingham outlines the proportion of male subjects, and those from the University
of Birmingham (others from Exeter). Agreeableness is calculated from the Big 5 personality test, with higher
scores being more agreeable subjects. Mother’s and Father’s education level is an ordinal categorical variable,
with higher numbers meaning a higher education level (1–6).

3. Results

This section outlines the experimental results. A number of common features are present throughout. Where non-parametric
tests are used, we present the test used and 𝑝-value in parentheses. Unless otherwise stated, all tests are two-sided. As described in
Section 2, we divide subjects into Low and High Raven groups for the descriptive statistics, but focus on the impact of Raven score
for the analyses.

3.1. Data summary

Table IV presents the range of characteristics we elicit, with those classified as Low Raven presented in the left column, those as
High Raven in the centre column, and the results of Robust Rank Order Tests comparing the averages for each of the variables in
the right hand column.

As can be seen, across all observable variables only Raven scores are significantly different between High and Low Raven subjects
(𝑝 < 0.001, Robust Rank Order test). We take this as initial suggestive evidence that any behavioural differences observed between
subjects of Low and High Raven score in the infinitely repeated game are unlikely to be driven by differences in other individual
characteristics. Fig. 1 presents the distribution of Raven scores.

In order to shed light on how subjects are actually playing the infinitely game, and how this might be influenced by their cognitive
ability, we group subjects together who play strategies that have similar characteristics. We categorise Leaders and Followers into
types based on (1) their Period 1 contribution or Period 1 Plan and (2) their Plan of Action. As we observe subjects’ strategies
precisely, this is done using a popular and unsupervised machine learning algorithm, the 𝑘-means clustering algorithm. Describing
the algorithm applied to the Plans of Action, first 𝑘 reference plans are selected at random from the 190 plans provided by subjects.
Each subjects’ Plan of Action is a twenty five element vector, 𝑃𝑘 = (𝑝1, 𝑝2, 𝑝3,… , 𝑝25), where each element corresponds to one of
the questions answered by the subject during the experiment. We then compare each subject’s Plan of Action, 𝑆𝑖 to each of the 𝑘
reference plans, 𝑃𝑘, by calculating the Manhattan Distance between them. For example, the distance between subject 𝑗’s twenty five
element plan of action, 𝑆𝑗 = (𝑠1, 𝑠2, 𝑠3,… , 𝑠25) and the twenty five element reference plan 𝑘, 𝑃𝑘, is calculated as follows

𝑑𝑗,𝑘(𝑆𝑗 , 𝑃𝑘) =
25
∑

|𝑠𝑖 − 𝑝𝑖| (1)
7
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Fig. 1. Distribution of Raven Scores.Note: Mean score is 20.4, standard deviation is 4.74. Median score is 21. 𝑁 = 190.

Whichever of the 𝑘 distances is shortest, the subject’s 𝑖 Plan of Action is assigned to Cluster 𝑘. Once all subjects’ plans are
ategorised, we then re-calculate each cluster as being the average of all the Plans of action assigned to that cluster. This is done
s follows,

𝑉𝑘 =
(

1
𝑛𝑘

) 𝑛𝑘
∑

𝑖=1
𝑆𝑖,𝑘 (2)

where 𝑛𝑘 is the number of Plans of Action assigned to each cluster 𝑘. This entire procedure is then repeated until each Plan of Action
remains in the same cluster, and no Plans are assigned to new clusters.8 As outlined, we use the 𝑘-means algorithm to individually
cluster all subjects’ Plans of Action and the Period 1 Plans of Followers. The only difference is that Followers Period 1 plans are 5
element vectors, rather than 25.

As 𝑘 is arbitrarily chosen, we conduct the procedure with 𝑘 = 4, 𝑘 = 6 and 𝑘 = 8, then select 𝑘 for the analysis conditional
on which one ‘best fits’ the data. In order to assess which 𝑘 provides the best fit, once subjects’ Plans have been clustered we use
silhouette analysis (Rousseeuw, 1987), and calculate the following silhouette statistic for the Plan of Action of each subject 𝑖, for
each 𝑘,

ℎ𝑖,𝑘 =
𝑏𝑖,𝑘 − 𝑎𝑖,𝑘

max(𝑎𝑖,𝑘, 𝑏𝑖,𝑘)
(3)

where 𝑎𝑖,𝑘 is the mean Manhattan distance of subject 𝑖’s Plan of Action to the other subjects’ plans of action that are in the same
category, and 𝑏𝑖,𝑘 is the mean Manhattan distance to subjects of the next closest category. A silhouette statistic of 1 implies that
the subjects’ plan of action falls perfectly into one distinct cluster; whereas a silhouette statistic of −1 implies a subject has been
perfectly mis-assigned and their plan of action is most similar to subjects in another category, rather than the one in which our
procedure has placed them. We select the 𝑘 that produces the highest average silhouette statistic.

We use Manhattan Distance over Euclidean Distance due to the latter’s sensitivity to high dimensions and the former’s simple
interpretation: Manhattan distance tells us how many discrete changes the subject needs to make to their plan of action in order
for them to be playing the exact reference plan being considered. For example, as subjects can only make contribution choices in
multiples of five from 0 to 20, a Manhattan distance of five means our subject needs to make a single change to their plan in order
for it to be identical to the reference plan. A distance of 20 implies four changes must be made to their plan in order for it to be
identical to the reference plan.9

3.1.1. Period 1 contributions and period 1 plans
We begin by examining the Period 1 contributions of the Leader, with Fig. 2 presenting average Period 1 contributions graphically,

disaggregated by Raven score. As can be seen, Leaders contribute on average around 15 tokens in Period 1, with High Raven subjects
contributing more than Low, although this difference is not significant at conventional levels (𝑝 = 0.11, Robust Rank Order Test).

We now examine Followers’ Period 1 Plans. Fig. 3 displays two matrix plots. In each plot, a darker coloured cell represents a
ontribution closer to zero, whilst a lighter one represents a contribution closer to 20 — the colour key is given on the right. On
he 𝑦 axis is the contribution of the Leader in Period 1. The cell at the top of each diagram represents the Follower’s contribution in

8 In some cases this may not be achievable. We implement this procedure using a maximum of 1000 iterations.
9 As an example: a subject with the Plan 𝑆 = (0, 0, 0,… , 0, 5) has a Manhattan distance of five to the plan 𝑃 = (0, 0, 0,… , 0, 0). If the subject made a single

change to their plan, contributing 0 instead of 5 (a ‘single’ change as subjects can only contribute in multiples of five) in the final element of their plan, 𝑆 and
𝑃 would then be identical. Similarly, a subject with the plan 𝑆 has a distance of ten to the plan 𝐹 = (5, 0, 0,… , 0, 0), and would need to make two changes for
8

them to be identical.
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Fig. 2. Leaders’ contributions in Period 1. Note: Vertical bars represent 95% confidence intervals.

Fig. 3. Followers’ Period 1 plans.

Period 1 if the Leader contributes 20 tokens in Period 1; the cell at the bottom of each diagram represents the Follower’s contribution
in Period 1 if the Leader contributes 0 tokens in Period 1. As can be seen, lower (higher) contributions by the Leader means the
Follower, regardless of Raven score, would contribute less (more). A simple initial comparison reveals that there are no discernible
differences in the average Period 1 Plans between Low and High Raven groups (𝑝 > 0.1 in all cases, Fisher’s Exact tests).

In order to examine the rich individual heterogeneity within the Period 1 Plans of Followers, we implement the 𝑘-means procedure
outlined above, clustering the plans using 𝑘 = 4, 𝑘 = 6 and 𝑘 = 8 reference plans. To determine which 𝑘 best fits the data, we run
the procedure and present the distributions of silhouette statistics for each of the different number of clusters, calculated following
Eq. (3). These distributions, as well as the mean, median and standard deviation of the silhouette statistics are presented in the
appendix, along with the percent of subjects with negative silhouette scores — those observations mis-assigned by the algorithm.

We find that 𝑘 = 6 clusters produces a significantly higher silhouette score than both 𝑘 = 4 and 𝑘 = 8 (𝑝 < 0.001 in both cases,
Signed-Rank tests), and not a single Period 1 Plan is misassigned. We therefore focus our attention on using six clusters. Fig. 4
presents the silhouette statistic distribution for 𝑘 = 6 clusters. We present the average Period 1 Plans for each of the six clusters as
matrix plots in Fig. 5; darker colours represent contributions closer to 0, and lighter closer to 20; the 𝑦 axis is the contribution of
the Leader in Period 1. In order to avoid any confusion regarding the Period 1 Plans, we do not name them or attempt to link them
to strategies in the literature, and instead name them Cluster 1–6.

To more clearly explain how the diagrams can be interpreted, as an example consider Cluster 1. This shows a light colour (white)
at 20, and progressively darker colours towards 0 (black). This shows that, if the Leader were to contribute 20 tokens in Period 1,
the Follower would also contribute 20; instead, if the Leader contributed 0 in Period 1, the Follower would contribute 0. Cluster 1 is
therefore a Period 1 Plan in which the Follower makes contributions conditional on the Leader’s contributions. In contrast, Cluster
6 is coloured entirely black: this means that, regardless of the contributions of the Leader, the Follower will contribute 0.

Table V presents the total number of subjects in each of the six clusters and the average silhouette statistic for that cluster, with
the information disaggregated by Low and High Raven scores.

As shown in Table V, Cluster 1 is clearly the most played, regardless of Raven score. Cluster 1 also has a high average silhouette
statistic, which suggests that plans in this cluster are very similar to each other. Cluster 2 is similar to Cluster 1, however will
9
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Fig. 4. Distribution of silhouette statistics, Period 1 Plans 𝑘 = 6 clusters.
Note: Percent of observations on the 𝑦-axis. Silhouette statistic calculated from Followers’ Period 1 Plans, following Eq. (3).

Table V
Followers assigned to each cluster.
Cluster Total Low Raven High Raven

𝑁 Silhouette 𝑁 Silhouette 𝑁 Silhouette

Cluster 1 58 0.81 31 0.78 27 0.85
Cluster 2 11 0.45 4 47 7 0.45
Cluster 3 8 0.22 6 0.19 2 0.28
Cluster 4 9 0.50 2 0.4 7 0.52
Cluster 5 2 0.4 1 0.58 1 0.23
Cluster 6 7 1 4 1 3 1

contribute more than or equal to Cluster 1 for every contribution the Leader makes. Interestingly, Cluster 6 has a silhouette statistic
of 1, suggesting the plans are identical to each other. Cluster 6 is a plan that always contribute 0 tokens, regardless of what the
Leader contributes.

To formally examine if Raven score impacts Period 1 Plan choice parametrically, we estimate the marginal effects from a number
of Multinomial Logit regressions. In each regression, the dependent variable is a categorical variable that takes a different value for
each cluster. In all regressions, the variable of interest is the subject’s Raven score. In model 1, we only include Raven score. In model
2, we control for subjects’ risk preferences, social preferences, their gender, their beliefs about the other player’s contributions in
period 1. In model 3, we add additional controls for subjects’ political attitudes and where the experiment took place. The marginal
effect of Raven score on the probability of each plan is presented in Table VI.10

As can be seen in Table VI across all three models, Raven score has a positive impact on the probability that a Follower plays
a Cluster 2 plan (𝑝 = 0.08, in Model 2, 𝑝 < 0.05 in Model 3, T-tests). Raven score also has a negative impact on the probability
f playing a Cluster 1 plan, however this is only significant in Model 3 (𝑝 < 0.05, Model 3, T-Tests). Importantly, the sign on the
oefficients for Cluster 1 and Cluster 2 are robust across the three models: we take this as evidence that an increased Raven score
educes the probability of a subject playing a Cluster 1 Period 1 Plan, but increases the probability of playing Cluster 2. In all
odels, no other coefficients are estimated to be significant at the 5% level (𝑝 > 0.05 in all other cases, T-Tests).

Finally, we examine the subjects’ beliefs about the other player’s contribution in Period 1. Fig. 6 presents the average beliefs
f Leaders and Followers. We find no significant differences in average beliefs between Low and High Raven groups for Leaders or
ollowers (𝑝 > 0.1, in both cases, Robust Rank Order Tests). This suggests, regardless of Raven score, that initial beliefs about the
ontributions of the other player are identical. This rules out any observed differences in earnings and contributions between Low
nd High Raven groups as being the result of path dependency stemming from initial beliefs. This leads to our first observation.

10 Once we correct the 𝑝-values for potential multiplicity using the Holm–Bonferroni correction procedure, only the marginal effects coefficients in Model 3,
10

Cluster 1 and 2, remain significant at the 10% level.
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Table VI
Marginal effect of Raven score on Followers’ Period 1 Plans.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

Model 1 −0.015 0.012 −0.007 0.012* −0.002 0.00
(0.011) (0.008) (0.006) (0.007) (0.003) (0.006)

Model 2 −0.018 0.015* −0.009 0.011 −0.003 0.003
(0.012) (0.009) (0.006) (0.007) (0.004) (0.006)

Model 3 −0.025** 0.022** −0.01* 0.009 −0.002 0.005
(0.012) (0.009) (0.006) (0.007) (0.004) (0.005)

Notes: Standard errors in parentheses. *, ** and *** denote significance at the 10%, 5% and 1% level. Coefficients are the
marginal effect of Raven score on the probability of the subject being assigned to that cluster, estimated from Multinomial Logit
models. All models estimated using 95 observations. In model 1, we include Raven score. In model 2, we add controls for
subjects’ risk preferences, social preferences, their gender, and their beliefs about the other player’s contributions in Period 1. In
model 3, we add additional controls for subjects’ political attitudes and where the experiment took place.

Fig. 5. Average Period 1 Plans for each cluster.Note: The Leader’s contribution in Period 1 on the 𝑦-axis.

Observation 1. Followers are less likely to play a Cluster 1 Period 1 Plan, and more likely to play a Cluster 2 Period 1 Plan, as their
Raven score increases. However, there is no link between Leaders’ contributions in Period 1, or between subjects’ beliefs about contributions,
and Raven score.

Observation 1 suggests that some Followers are more likely to contribute to the public good in Period 1 as their intelligence
increases. This is because a Cluster 2 Period 1 Plan will always contribute more than, or the same amount as, a Cluster 1 Period 1
Plan. Observation 1 therefore supports the notion that intelligence works to reduce opportunistic behaviour in social dilemmas (Proto
et al., 2019).

3.1.2. Plans of action
We now consider Plans of Action. Fig. 7 summarises the plans of action defined by Leaders, disagreggrated by Raven score. The

figure presents a three-way matrix plot that displays the Leader’s contribution in Period 𝑡, conditional on their own contribution in
Period 𝑡−1 and the Follower’s contribution in Period 𝑡−1. Fig. 8 presents the same for Followers, plotting the Follower’s contribution
in Period 𝑡, conditional on their own contribution in Period 𝑡− 1 and the Leader’s contribution in Period 𝑡. In both figures, a darker
coloured cell represents a contribution closer to zero, whilst a lighter one represents a contribution closer to 20.

Some clear patterns in the average Plans of Action emerge, regardless of Raven score. First, both Leaders and Followers define
Plans of Action that contribute more the higher the contribution of the other player. This is revealed by lighter colours in the top
rows of the matrices, and darker cells in the bottom rows. This is evidence of Tit-for-Tat type strategies. There are also clear divides
along the diagonal, which suggests players contribute more when the other player contributes more than them, and less in the
opposite case. This is shown by lighter cells in the top left of the matrices, and darker cells in the bottom right. This is similar to
previous findings in the finitely repeated games literature where such strategies are not an equilibrium, as reported by Fischbacher
et al. (2001) and Chaudhuri (2011), and indicates that the average Plan of Action is at least partially conditionally cooperative.
This is true for both Leaders and Followers.

We now turn to cluster analysis in order to draw out any patterns from the data, and shed light on the individual Plans of Action
being played by subjects. This is done following the procedure described in Section 3.1. The figures given in the appendix present
the distribution of silhouette statistics for 𝑘 = 4, 𝑘 = 6 and 𝑘 = 8 clusters, which we use to determine how many clusters to use
11
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Fig. 6. Beliefs in Period 1. Note: Vertical bars represent 95% confidence intervals.

Fig. 7. Aggregated plan of action, Leaders.

Fig. 8. Aggregated plan of action, Followers.

in our analysis. It is clear from the presented averages that 𝑘 = 6 provides the best fit. The difference in silhouette scores between
𝑘 = 6 and 𝑘 = 8 is significantly different (𝑝 < 0.001, Signed Rank Test). When 𝑘 = 6, the average is also significantly different to
when 𝑘 = 4 (𝑝 < 0.001, Signed Rank Test). Fig. 9 presents the silhouette plot for 𝑘 = 6 clusters.

We present the average Plan of Action for each of the six clusters in Fig. 10 for Leaders and Fig. 11 for Followers, which we suffix
with a ‘b’ to distinguish them from the Period 1 Plans in Section 3.1.1.
12
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Fig. 9. Distribution of silhouette statistics, 𝑘 = 6 clusters.
Note: Percent of observations on the 𝑦-axis. Silhouette statistic calculated from subjects’ plans of action, following Eq. (3).

Fig. 10. Leaders’ plans of action by cluster. Note:The 𝑥-axis shows the Leaders’ contribution in 𝑡 − 1, and 𝑦-axis the Follower’s contribution in 𝑡 − 1.

Fig. 11. Followers’ plans of action by cluster. Note: The 𝑥 axis shows the Follower’s contribution in 𝑡 − 1 and the Leader’s contribution in 𝑡 on the 𝑦-axis.

Although we do not explicitly name any of the clusters given in Figs. 10 and 11, some of them have close analogues to strategies
13

tudied in the literature. For example, Cluster 1b appears to represent a ‘Grim Trigger’ type strategy. This is because the Plan of
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Table VII
Plans of action assigned to each cluster.

Leaders

Total Low Raven High Raven

Cluster 𝑁 Silhouette 𝑁 Silhouette 𝑁 Silhouette

Cluster 1b 13 0.378 7 0.297 6 0.471
(0.212) (0.213) (0.184)

Cluster 2b 47 0.579 21 0.595 26 0.565
(0.228) (0.239) (0.221)

Cluster 3b 12 0.185 5 0.161 7 0.202
(0.11) (0.05) (0.147)

Cluster 4b 19 0.286 7 0.245 12 0.309
(0.112) (0.128) (0.101)

Cluster 5b 4 0.645 2 0.761 2 0.529
(0.245) (0.00) (0.354)

Cluster 6b 0 – 0 – 0 –
– – –

Followers
Total Low Raven High Raven

𝑁 Silhouette 𝑁 Silhouette 𝑁 Silhouette

18 0.519 14 0.516 4 0.531
(0.145) (0.15) (0.147)

47 0.589 22 0.624 25 0.56
(0.233) (0.23) (0.236)

10 0.162 4 0.233 6 0.114
(0.1) (0.087) (0.091)

13 0.292 5 0.203 8 0.349
(0.131) (0.078) (0.129)

6 0.491 2 0.41 4 0.532
(0.285) (0.498) (0.276)

1 1 1 1 0 –
(0.00) (0.00) –

Note: Standard deviations in parentheses.

Table VIII
Distinguishing between Grim Trigger and Free-Riding strategies.
Panel A

Leaders playing Cluster 1b Implied strategy
Period 1 Contribution Total Low Raven High Raven

0 3 2 1 Free-Ride
5 6 4 2 Free-Ride
20 4 1 3 Grim Trigger

Panel B
Followers playing Cluster 1b Implied strategy

Period 1 Plan Total Low Raven High Raven

Cluster 1 5 5 0 Grim Trigger
Cluster 3 5 4 1 Free-Ride
Cluster 4 1 1 0 Free-Ride
Cluster 6 7 4 3 Free-Ride

Note: The table presents the number of subjects playing Cluster 1b Plans of Action, disaggregated by their Period
1 decisions. Panel A presents the number of Leaders and Panel B the number of Followers. The final column
presents the implied strategy, conditional on Period 1 and Plan of Action clusters.

ction will only contribute twenty tokens (and approximately 0 otherwise) unless the other player last contributed 20 tokens, and
hey themselves also last contributed 20. Cluster 2b is very close to being a Tit-for-Tat type strategy, with the horizontal line patterns
mplying the subject will contribute the same number of tokens as those contributed by the other player. Cluster 3b and 4b look
imilar to a ‘Punish/Reward’ type strategy, with a pattern that suggests subjects contribute more when the other player contributes
ore than them, but zero otherwise. Cluster 5b and 6b, when considering Leaders and Followers together, are more difficult to link

to the literature, although it is clear that Cluster 6b for Leaders is always contribute 0. Table VII presents the total number of subjects
in each of the clusters and the average silhouette statistic, as well as the information disaggregated by Raven scores.

Table VII shows that Cluster 2b is the most played, with around 50% of subjects being assigned to this cluster. This is very similar
to the percentage of subjects playing Conditional Cooperate as reported by Fischbacher et al. (2001). Cluster 4b, the Punish/Reward
type is second, and then Cluster 1b, Grim Trigger.

Despite our observation that a Cluster 1b Plan of Action would form part of a Grim Trigger type strategy, subjects clustered into
Cluster 1b cannot be distinguished from those playing a Free-Rider strategy (always contribute zero) without taking into account
their Period 1 contributions. This is because if the player ensured that they contributed less than 20 tokens in Period 1, and then
played a Cluster 1b Plan of Action, this would mean they would then always contribute 0. To examine this more closely, and
determine what strategy subjects are playing, Table VIII distinguishes between subjects by their Period 1 behaviour. Panel A presents
Leaders, and Panel B Followers. In each case, we disaggregate by Raven score.11

As can be seen in Table VIII, there are slight differences between High and Low Raven subjects. As seen in Panel A, Low Raven
Leaders appear more inclined to play a Free-Riding strategy, whereas Panel B suggests Low Followers are more likely to play Grim
Trigger. In contrast, High Raven Followers do not play Grim Trigger, choosing instead to contribute zero in Period 1, meaning those
High Followers playing Cluster 1b are Free-Riders.

11 Similar arguments can be made for Cluster 3b and Cluster 4b. For example, if a Follower were to play Cluster6 in Period 1, along with Cluster 4b Plan
of Action, this would correspond to a Free-Riding strategy. However, not a single subject played this combination, or one similar, that could be classified as a
14

Free-Riding strategy.
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Table IX
The marginal effect of Raven score on cluster assignment.
Panel A: Leaders Cluster

Grim Trigger Cluster 2b Cluster 3b Cluster 4b Cluster 5b Free-Rider

Model 1 −0.001 0.009 −0.002 0.008 0.00 −0.013**
(0.004) (0.011) (0.007) (0.009) (0.004) (0.006)

Model 2 −0.002 0.001 0.004 0.008 −0.001 −0.01**
(0.004) (0.011) (0.008) (0.009) (0.005) (0.005)

Model 3 0.001 −0.002 0.004 0.006 0.002 −0.01**
(0.003) (0.011) (0.008) (0.009) (0.005) (0.005)

Panel B: Followers Cluster

Grim Trigger Cluster 2b Cluster 3b Cluster 4b Cluster 5b Cluster 6b Free-Rider

Model 1 −0.018** 0.012 0.002 0.011 −0.004 −0.002 −0.001
(0.007) (0.011) (0.007) (0.008) (0.005) (0.003) (0.006)

Model 2 −0.015** 0.006 0.003 0.009 −0.006 0.00 0.003
(0.006) (0.011) (0.007) (0.008) (0.006) (0.00) (0.006)

Model 3 −0.015** 0.004 0.002 0.01 −0.006 0.00 0.005
(0.006) (0.011) (0.007) (0.008) (0.006) (0.00) (0.006)

Notes: Standard errors in parentheses. *, ** and *** denote significance at the 10%, 5% and 1% level. Coefficients are marginal
effects estimated from Multinomial Logit models. All models estimated using 95 observations. Panel A presents the estimated
marginal effect of Raven score on cluster assignment for Leaders; Panel B for Followers. Model 1 includes only Raven score as
an explanatory variable. Model 2 adds additional controls for subjects’ risk preferences, social preferences, their gender, and the
subject’s belief about the other player’s contributions in period 1. Model 3 additionally controls for political attitudes and where
the experiment took place. Cluster6b estimates are empty in Panel A due to there being no observations.

We now formally examine if there exist a relationship between intelligence and strategy type. To do this, we estimate the marginal
effects from a number of Multinomial Logit regressions. In each regression, the dependent variable is a categorical variable that takes
a different value for each cluster. We use the cluster each Plan of Action was assigned to as the strategy type, separating Cluster
1b plans into Free-Riding and Grim-Trigger as shown in Table VIII. In all regressions, the variable of interest is the subject’s Raven
score. In model 1, we only include Raven score. In model 2, we control for subjects’ risk preferences, social preferences, their gender,
and their beliefs about the other player’s contributions in Period 1. In model 3, we add additional controls for subjects’ political
attitudes and where the experiment took place. The marginal effect of Raven score on the probability of each plan of action being
assigned to each Cluster is presented in Table IX. We present the estimates for Leaders in Panel A, and Followers in Panel B.

Table VII, Panel A, outlines how the marginal effect of Raven score on the probability of being a Free-Rider is negative and
significant for Leaders in all three models (𝑝 < 0.05, in all models, T-Tests). The Table suggests a one point increase in Raven score
reduces the probability that a Leader is a Free-Rider by around 1%. This estimate is robust across models. This means that the
average High Raven Leader, with a Raven score of 24, is around 8% less likely to play a Free-Riding strategy in comparison to the
average Low Leader, who has a Raven score of 16. Similarly, Panel B outlines how Raven score has a negative marginal effect on
the probability that a Follower plays Grim Trigger (𝑝 < 0.05 model 1 and 3, 𝑝 < 0.1 in model 2, T-Tests): a one point increase in
Raven score reduces the probability that a Follower plays Grim Trigger by around 1%.12 This leads to our second observation.

Observation 2. A one point increase in Raven score decreases the probability of the Leader being a Free-Rider by 1%, but decreases
he probability of the Follower playing Grim Trigger by 1%.

Although we do not know for certain, we are able to speculate as to why we observe more intelligent Followers being less
likely to play a Grim Trigger strategy. Grim trigger is a less ‘forgiving’ conditionally cooperative strategy than Tit-for-Tat, as just
one uncooperative action is punished forever. It may be that a more intelligent Follower understands more accurately that such a
strategy may have negative consequences for her own payoffs in the future. Therefore, the more intelligent that Followers are the
less likely they are to play Grim Trigger.

We can now examine what the estimated marginal effects mean for the behaviour of the average Leader and Follower conditional
on their Raven score. Consider the estimated impact of Raven score on the probability that a Leader plays a Free-Riding strategy:
a 1 point increase in Raven score lowers the probability that they play this strategy by approximately 1.3%. As there is an 8 point
difference in Raven score between Low and High Raven Leaders, High Leaders are 10.4% less likely to be a Free-Rider than a Low
Leader. A similar exercise can be done for Followers: a 1 point increase in Raven score lowers the probability that they play a Grim

rigger strategy by 1.1%. An 8 point difference in Raven score between Low and High Raven Followers means that High Followers
re 8.8% less likely to play Grim-Trigger than a Low Follower. We examine the significance that these differences have on earnings
nd contributions in the following section.

12 If we conduct the analysis without distinguishing between Grim Trigger and Free-Riding strategies, including just Cluster 1b instead, we find similar results:
one point increase Raven score decreases the probability that subjects play Cluster 1b by around 1%. This is significant at the 5% level in all cases (𝑝 < 0.05,
15

in all cases, T-Tests).
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Fig. 12. Contributions in the simulated games.
Note: Shaded area represents 95% confidence intervals. Low Raven refers to simulated play where both subjects are Low, High Raven where both subjects are

igh and Mixed-Raven where there is one Low and one High: High-Low means the Leader is High and the Follower is Low.

3.2. Simulated games

Although Observation 1 and 2 highlight a link between intelligence and strategy choices, it is not clear how these differences
might impact outcomes, specifically contributions and earnings, in the infinitely repeated game. In order to determine how strategy
choice and the Raven score of Leaders and Followers impact contributions and earnings, we simulate a game between each of our 95
Leaders and each of our 95 Followers. Given our continuation probability of 0.75, a game is expected to last four periods. Fig. 12 plots
the contributions made by Leaders and Followers in each period the simulated games. Fig. 13 presents earnings. In both diagrams
the information is disaggregated by Raven scores.

As can be seen, High Raven groups contribute and earn more than Low Raven groups in all periods. Mixed groups also appear to
o better than Low Raven groups. This finding closely replicates those of Proto et al. (2021), who show how strategic interactions
nd cooperation are affected by the heterogeneity of cognitive skills of groups of players.

In order to formally examine if there exist difference between groups and to establish what is driving any differences, we conduct
number of Tobit regressions where the dependent variable is either average contributions or earnings in each interaction. This

ives us 95 observations per subject. To control for dependence between observations we cluster standard errors at the subject level,
nd we conduct regressions using Leader and Follower observations separately. In each regression model, we include the Leader’s

and the Follower’s Raven scores as our explanatory variables of interest, along with the interaction of these two variables.
For the Leader, we control for their contribution in Period 1 as well as their beliefs about the Follower ’s contribution. In model 2,

we add additional controls for risk aversion, social preferences, gender and their level of agreeableness. In model 3, we add political
16
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Fig. 13. Earnings. Note: Shaded area represents 95% confidence intervals.

attitudes and where the experiment was conducted. For the Follower, we use the same sets of controls, however we control for the
cluster their Period 1 Plan is categorised as, instead of their contribution in Period 1, as well as their beliefs about the Leader’s
contribution. From each Tobit regression we estimate the average marginal effect of the Leader’s Raven score and the Follower’s
Raven score. We present the results in Table X, with estimates for the Leaders presented in Panel A, and the Followers in Panel B.
Due to us examining Leaders and Followers separately, in Panel A Leader’s Raven refers to the subject’s own Raven score, and in
Panel B, Follower’s Raven refers to the subject’s own Raven score.

Table X Panel A shows how the Follower’s Raven score has a positive and significant marginal effect on the contributions and
Earnings of the Leader, with a one point increase in the Follower’s Raven score estimated to increase contributions by around 0.1
okens and earnings by around 0.05 tokens (𝑝 < 0.01 in all cases, T-Tests). Similarly, Panel B shows that the marginal effect of
he Leader’s Raven score increases Follower’s contributions by 0.2 tokens and earnings by around 0.08 tokens (𝑝 < 0.01 in all cases,
-Tests).

To examine the marginal effect of the interaction of Raven scores on contributions and earnings, we estimate the marginal effect
f the Leader’s Raven score on Follower’s contributions and earnings conditional on the Follower’s Raven score. We do the same for
eaders using the Follower’s Raven score. We estimate the conditional marginal effects from Table X Model 1, Panel A and Panel B,
nd present the estimates graphically in Fig. 14.13

As can be seen in Fig. 14(a), the marginal effect of the Follower’s Raven score on Leader’s contributions is always positive and
ignificant (𝑝 > 0.001 in all cases, T-tests), and increasing as the Leader’s Raven score increases: the marginal effect of the Follower’s

13 The results are near identical if the conditional marginal effects are estimated from models 2 or 3.
17
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Table X
Marginal effect of Leaders’ and Followers’ Raven score on Contributions and Earnings.

Model Contributions Earnings

1 2 3 1 2 3

Panel A:
Leader’s Raven 0.053 0.044 0.034 0.043* 0.041* 0.04*

(0.066) (0.073) (0.069) (0.023) (0.024) (0.024)
Follower’s Raven’ 0.053*** 0.053*** 0.018*** 0.064*** 0.064*** 0.019***

(0.005) (0.005) (0.004) (0.005) (0.005) (0.003)

Panel B
Leader’s Raven 0.19*** 0.189*** 0.077*** 0.093*** 0.102*** 0.108***

(0.014) (0.013) (0.008) (0.009) (0.008) (0.008)
Follower’s Raven’ 0.036 −0.009 −0.006 0.018 0.018 0.018

(0.073) (0.073) (0.072) (0.02) (0.02) (0.02)

Note: Robust standard errors in parentheses. *, ** and *** denote significance at the 10%, 5% and 1% level.
Standard errors clustered at the subject level, 95 clusters in total in each regression. Coefficients are marginal
effects estimated from Tobit regressions. Panel A presents the estimated marginal effect of Raven score on
contributions/earnings for Leaders; Panel B for Followers. In Panel A Leader’s Raven refers to the subject’s own
Raven score, and in Panel B, Follower’s Raven refers to the subject’s own Raven score. For the Leader, we control
for their contribution in Period 1 as well as their beliefs about the Follower ’s contribution. In model 2, we add
additional controls for risk aversion, social preferences, gender and their level of agreeableness. In model 3, we
add political attitudes and where the experiment was conducted. We use the same controls for the Follower in
each model, except control for their Period 1 Plan cluster instead of Period 1 contributions, and include their
beliefs about the Leader’s contributions.

Raven score when the Leader’s Raven score is greater than or equal to twenty is significantly larger than when the Leader’s Raven
score is less than twenty (𝑝 < 0.05 in all cases, 𝜒2 tests). The marginal effect on the Leader’s earnings is found to be constant
(𝑝 > 0.1 in all cases, 𝜒2 tests). The marginal effect of the Leader’s Raven score on the Follower’s contributions and earnings, as
shown in Fig. 14(b), is not found to differ with the Follower’s Raven score (𝑝 > 0.1 in all cases, 𝜒2 tests) suggesting it is positive and
constant.14 Observation 3. The Leader’s intelligence positively impacts the contributions and earnings of the Follower, and the Follower’s
intelligence positively impacts the contributions and earnings of the Leader. The effect of the Follower’s intelligence on the Leader increases
as the Leader’s intelligence increases.

The interaction effect between Followers’ and Leaders’ intelligence is likely driven by a number of factors. First, Followers are
less likely to play Grim Trigger strategies as their intelligence increases. This strategy, although still conditionally cooperative, is
less forgiving than other conditionally cooperative strategies. Second, it is likely that there are further nuanced differences between
subjects conditional on their intelligence which, although not statistically significant individually, when taken together are likely
to have a significant impact on behaviour. However, this is speculation.

A potential issue with our approach of using the expected length of an interaction for all the interactions we simulate may distort
the balance of the value of behaviour early versus late in an interaction. It is possible that this might skew the results incorrectly.
An alternative approach is to consider simulations where the average length of the interactions is four periods, but each interaction
is of random length, as determined by the continuation probability 𝑝 = 0.75, exactly as in the experimental design. In the appendix
we conduct simulations following this alternative approach, and then analyse the data in the same way as that used to produce
Table X. We report marginal effects coefficients that are similar in magnitude and significance to those reported in Table X, and
therefore conclude that our marginal effect estimates are reasonable.15

4. Conclusion

We present evidence from an experiment examining how intelligence impacts strategy choice and outcomes in an indefinitely
repeated sequential public goods game. Our experiment directly elicits strategies. This approach brings a number of advantages,
deepening our understanding of behaviour in social environments where individuals face strong opportunistic incentives.

We report a number of findings. With respect to strategy choices, we find that Leaders are less likely to play Free-Riding strategies
as their intelligence increases. However, intelligence has no impact on any other types of strategies chosen by Leaders, for example
Tit-for-Tat. Kosfeld (2020) highlights this strategy as being important for success, albeit in finitely repeated interactions where it
is not an equilibrium strategy. We also report evidence that Followers* are less likely to play Grim Trigger type strategy as their
intelligence increases. We therefore find a direct link between intelligence and cooperation levels.

14 The lack of significance for the subjects’ own Raven score is likely a consequence of there being small (and not significant) differences between the Low
Raven and Mixed interactions, as well as between the High Raven and Mixed interactions. This is despite 𝑝-values being close to significant at the 5% and 10%
level in some of the regressions. Further, the regressions use Raven score per se rather than the Low/High classifications.

15 Although not the focus of this study, social preferences have previously been discussed as a potential driver of behaviour in prisoner’s dilemma games.
Although only exploratory, we can examine this by estimating the marginal effects of each social preference type on contributions and earnings. The only effect
we find that is significant is that a Leader classified as being ‘spiteful’ from the EET make less contributions and profit than those classified as being ‘selfish’
18

(𝑝 < 0.05). We report no significant marginal effects for Followers.
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Fig. 14. The interaction between Leader’s and Follower’s Raven scores.
Note: Vertical bars represent 95% confidence intervals. Conditional marginal effects estimated from Model 1 in Table ??. Left hand figure shows the marginal
effect of the Follower’s Raven score estimated at different Raven scores for the Leader. The right hand figure shows the marginal effect of the Leader’s Raven
score estimated at different Raven scores for the Follower.

This result is important from an organisational and leadership perspective. In many modern corporations, human resource
selection processes involve personality assessments of the employees and it has been shown that personality tests are used in firms’
hiring decisions (see Autor and Scarborough (2008)). In our paper, we offer evidence that intelligence tests could be an important
tool for human resource managers and leaders aiming to design teamwork incentives. In particular, as Raven scores could be used
to identify individuals who are most likely to cooperate, this seems to be a simple way for organisational leaders to choose the most
cooperative followers (Kosfeld, 2020).

Our results also draw a direct link between intelligence and earnings. Groups comprised of High Raven individuals cooperate
more and earn significantly more than Low Raven groups. We also find evidence that intelligence levels interact, with Leaders
contributing more to the public good the higher the Follower’s level of intelligence. Our analysis shows that our findings are not
a consequence of initial beliefs or first round contribution levels, and therefore rules out path dependency as an explanation. Our
novel experimental design also rules out both belief learning and learning how to play the game within the experiment as potential
confounds. This result is robust to controlling for relevant preference differences, including risk and social preferences, personality
differences and demographics.

As with any study, this one also has its limitations. As our focus is on strategy choices in an indefinitely repeated game that is
played only once, and in a setting where subjects did not experience the game under a more ‘standard’ implementation, subjects
behaviour may differ to their behaviour situation in which they do experience a ‘standard’ implementation. Despite this, there exists
a large literature that examines the decisions of inexperienced subjects, with limited work that examines the role of intelligence in
this context. Our study therefore represents an important step in understanding how intelligence effects play without experience.
Future work could examine the extent to which the results here might depend on the manner in which strategies are elicited.

Taken together, our results provide a useful guidance for policies within organisations characterised by a hierarchical structure.
In particular, we show that the success of cooperation and teamwork in leader–follower settings is heavily dependent on the group
composition in terms of their cognitive skills. To this end, our findings give rise to a fruitful research agenda. Future work could
seek to examine the robustness of our findings using varying incentives, continuation rules and intelligence measures. This would
help to bolster both our findings, and those in the literature.

Appendix A. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.euroecorev.2023.104372.
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