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Behavioral/Cognitive

Rhythmic Modulation of Visual Perception by Continuous
Rhythmic Auditory Stimulation

Anna-Katharina R. Bauer,1,2 Freek van Ede,2,3 Andrew J. Quinn,1,2 and Anna C. Nobre1,2
1Department of Experimental Psychology, University of Oxford, Oxford OX2 6GG, United Kingdom, 2Oxford Centre for Human Brain Activity,
Wellcome Centre for Integrative Neuroimaging, Department of Psychiatry, University of Oxford, Oxford OX3 7JX, United Kingdom, and 3Institute
for Brain and Behavior Amsterdam, Department of Experimental and Applied Psychology, Vrije Universiteit Amsterdam, Amsterdam 1081BT, The
Netherlands

At any given moment our sensory systems receive multiple, often rhythmic, inputs from the environment. Processing of tem-
porally structured events in one sensory modality can guide both behavioral and neural processing of events in other sensory
modalities, but whether this occurs remains unclear. Here, we used human electroencephalography (EEG) to test the cross-
modal influences of a continuous auditory frequency-modulated (FM) sound on visual perception and visual cortical activity.
We report systematic fluctuations in perceptual discrimination of brief visual stimuli in line with the phase of the FM-sound.
We further show that this rhythmic modulation in visual perception is related to an accompanying rhythmic modulation of
neural activity recorded over visual areas. Importantly, in our task, perceptual and neural visual modulations occurred with-
out any abrupt and salient onsets in the energy of the auditory stimulation and without any rhythmic structure in the visual
stimulus. As such, the results provide a critical validation for the existence and functional role of cross-modal entrainment
and demonstrates its utility for organizing the perception of multisensory stimulation in the natural environment.

Key words: cross-modal influences; EEG; frequency-modulated sounds; multisensory perception; neural entrainment;
rhythmic attentional sampling

Significance Statement

Our sensory environment is filled with rhythmic structures that are often multi-sensory in nature. Here, we show that the
alignment of neural activity to the phase of an auditory frequency-modulated (FM) sound has cross-modal consequences for
vision: yielding systematic fluctuations in perceptual discrimination of brief visual stimuli that are mediated by accompanying
rhythmic modulation of neural activity recorded over visual areas. These cross-modal effects on visual neural activity and per-
ception occurred without any abrupt and salient onsets in the energy of the auditory stimulation and without any rhythmic
structure in the visual stimulus. The current work shows that continuous auditory fluctuations in the natural environment
can provide a pacing signal for neural activity and perception across the senses.

Introduction
Our sensory environment is filled with rhythmic structure to
which neural activity can become synchronized. This synchroni-
zation of neural activity and rhythmic structures in the environ-
ment is often referred to as “neural entrainment,” a process by
which two self-sustained oscillations become coupled via phase
and/or frequency adjustment (Pikovsky et al., 2003; Lakatos et
al., 2008; Thut et al., 2011). Low-frequency neural entrainment
has been suggested as an important mechanism for enabling
cross-modal influences by facilitating the transfer of information
across sensory modalities (Van Atteveldt et al., 2014; Simon and
Wallace, 2017; Keil and Senkowski, 2018; Lakatos et al., 2019;
Bauer et al., 2020).

To date, studies that have investigated cross-modal influences
of auditory rhythms on visual perception have relied on rhyth-
mic auditory streams with identifiable onsets and offsets, such as
individual transient events (tones) or amplitude modulations
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(Lakatos et al., 2008; Bolger et al., 2013; Brochard et al., 2013;
Miller et al., 2013; Escoffier et al., 2015; Simon and Wallace,
2017; Barnhart et al., 2018; Bauer et al., 2020; Chow et al., 2020).
However, such onsets may cause cross-modal influences simply
because they are salient or because the individual events that
make up such rhythms may repeatedly evoke cross-modal
phase-resets of neural activity (Fiebelkorn et al., 2011, 2013;
Naue et al., 2011; Romei et al., 2012; Mercier et al., 2013;
Diederich et al., 2014; Cecere et al., 2015; Keil and Senkowski,
2017; Mégevand et al., 2020). Thus, any observed behavioral or
neural modulations may not directly or only partly entail true
“entrainment” of neural activity (Breska and Deouell, 2017;
Haegens and Zion Golumbic, 2018; Novembre and Iannetti,
2018; Doelling et al., 2019; Helfrich et al., 2019; Obleser and
Kayser, 2019). To bypass this complication when interpreting
cross-modal influences of auditory rhythmic stimulation on vis-
ual performance and neural activity, we used a continuous audi-
tory stimulus for which periodicity was conveyed via frequency-
modulation (FM). The advantage of using a FM-sound is that this
type of auditory stimulation conveys clear “rhythmicity” in the
perception of the listener, while keeping the overall “energy” (am-
plitude) of the sound constant over time (as shown in Fig. 1A).
Critically, the FM tone allows the to-be-discriminated targets to be
placed at any phase along the auditory stimulation without the in-
terference from perceptually abrupt discontinuous events.

In previous uni-modal work, we and others have demon-
strated that a continuous auditory FM stimulation can

profoundly impact the ability to detect near-threshold auditory
targets embedded in the auditory stream, such that detection
performance varies systematically with the phase of the FM-
sound (Henry and Obleser, 2012; Henry et al., 2014, 2017; Bauer
et al., 2018). Further, previous studies investigating cross-modal
auditory-to-visual influences focused either on behavioral
(Miller et al., 2013; Barnhart et al., 2018) or neural activity
(Lakatos et al., 2008; Escoffier et al., 2015). Here, we looked at
both, asking whether a continuous FM-sound can influence vis-
ual perception, and whether this influence could be accounted
for by the concomitant cross-modal influence on visual brain
activity.

To test for cross-modal auditory-to-visual influences, partici-
pants (N=28) identified the orientation of a briefly presented
visual Gabor grating, either rotated 45° or 135°, embedded within
a 2-s 3-Hz frequency-modulated (FM) stimulus (Fig. 1A) while
electroencephalography (EEG) was recorded. Critically, visual
targets were presented at different times, relative to the phase of
the continuous FM auditory stimulation (see Fig. 1B, visual tar-
get times). We predicted that ongoing neural oscillations in audi-
tory cortices would entrain to the 3-Hz FM stimulation. Building
on predictions from unimodal studies (Henry and Obleser, 2012;
Henry et al., 2014, 2017; Bauer et al., 2018), we were here specifi-
cally interested in the cross-modal influences of the continuous
3-Hz FM auditory stimulation. We tested whether the perceptu-
ally varying auditory stimulus would lead to rhythmic modula-
tion of visual perception, and sought evidence for rhythmic

Figure 1. FM-sound characteristics, experimental task, and illustration of signal detection theory. A, Auditory stimulation. Driving stimulus characteristics of the 3-Hz FM stimulation.
Periodicity was conveyed by fluctuations in frequency, but without fluctuations in amplitude (or “stimulus energy”). The center frequency f0 was randomized from trial to trial and could take
on one of three values: 800, 1000, and 1200 Hz. B, Experimental task. Schematic of a single trial. Each trial started with a fixation cross after which the auditory stimulation started. After an
interval of at least 1000 ms, a single Gabor grating, oriented either 45° or 135°, appeared briefly at a personalized contrast (16.7 ms) and was immediately masked (25 ms). Participants indi-
cated the orientation of the grating via a button press. The key manipulation was that Gabor gratings were systematically presented with respect to the phase angle of the 3-Hz FM stimulation
(20 visual target times in total; first visual target time set to 8°; distance between visual targets 18°). The initial phase of the auditory stimulus was varied on a trial-by-trial basis and could
take one of four values: 0, p /2, p , and 3p /2. Gabor gratings were presented after 1 s of auditory stimulation and could occur across two cycles (visual target window). C, Signal detection
theory. For each visual target time, we computed visual target sensitivity (d’) based on the hit rate (H) from the 45° orientation condition and the false alarm rate (FA) from the 135° orienta-
tion condition (CR: correct rejection; M: miss).
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entrainment of neural activity in visual brain areas that could
account for such rhythmic modulation of visual perception.

Materials and Methods
Participants
The study was approved by the Central University Research Ethics
Committee of the University of Oxford and was conducted in accord-
ance with the Declaration of Helsinki. Thirty healthy human volunteers
(18 female, 12 male) participated in the study after providing written
informed consent. Sample size was set a-priori based on our experience
with similar tasks (Bauer et al., 2018). Data from two out of the 30 partic-
ipants were discarded. One participant did not follow task instructions
and pressed response buttons several times, and at random points,
throughout many of the trials. The behavioral performance of the other
participant was below chance (negative d’ values) indicating response
confusion or misunderstanding of the task. Analyses are based on the 28
remaining participants (18 female; age range= 20–35, Mage = 27.4,
SD= 4.0). One participant was left-handed and nine participants were
ambidextrous as indicated by the Edinburgh Handedness Inventory
(EHI; Oldfield, 1971). All participants had normal or corrected-to-nor-
mal vision and reported no history of hearing, neurologic, or psychiatric
disorders. Participants received financial compensation of £15/h.

Stimuli
Auditory stimuli were generated using MATLAB software (MathWorks).
FM auditory stimuli were 2-s narrow-band noises modulated at a rate of
3Hz with a modulation depth of 37.5% and sampled at 48 kHz (similar to
previous studies, Henry and Obleser, 2012; Henry et al., 2017; Bauer et al.,
2018). Periodicity was conveyed via fluctuations in frequency (pitch)
instead of amplitude fluctuations (see Fig. 1A). Critically, this allowed us
to induce a 3-Hz rhythm without changing the total energy of the auditory
stimulation over time. The FM signal was faded in and out by using a
333-ms Hanning ramp, corresponding to one cycle of the 3-Hz FM stimu-
lation. The center frequency of the complex carrier signal was randomized
from trial to trial and could take one of three values (800, 1000, 1200Hz).
The carrier signals were centered on one of these three frequencies and
were constructed by adding 30 frequency components sampled from a
uniform distribution with a 500-Hz range. The onset phase of the stimulus
varied on a trial-by-trial basis and could take one of four values (0, p /2,
p , and 3p /2). All stimuli were normalized with respect to the root-mean
square. Auditory stimuli were presented binaurally over EAR-Tone 3A
insert earphones (3M Auditory Systems) at a comfortable listening level
(self-adjusted by each listener).

Visual target stimuli were generated using R software (version
1.2.1335, R Core Team, 2016). They consisted of Gabor gratings with a
spatial frequency of 2.5 cycles per degree of visual angle and tilted at ei-
ther 45° or 135° (p /4 and 3p /4, respectively). Gratings had a diameter
of 2° visual angle and were presented foveally (screen resolution: 1920�
1080; monitor refresh rate: 120Hz). The masking stimulus was gener-
ated by overlaying two Gabor gratings with the same orientation as the
target stimuli, either 45° or 135°, but with a higher spatial frequency of
10 cycles per degree of visual angle. In addition, the mask was convolved
with a white Gaussian kernel. The Gaussian kernel was generated in R
using the formula provided by the Visual Stimulus Generation Toolkit
(Neurobehavioral Systems Inc.):

f ðx; yÞ ¼ 2e�
ffiffiffiffiffiffiffiffiffiffiffiffi
x21y2

p
ffiffiffiffiffiffi
2s

p �m

 !2

� 1 2 ½�1; 1�;

where the coordinates x = 0 and y= 0 correspond to the center of the
screen as well as the center of the Gaussian kernel. The parameter m was
constant and set to 0 and the parameter s which controlled the size of
the radius was set to 0.30 corresponding to a visual angle of 2° at a screen
resolution of 1920� 1080. Targets and masks were presented on a gray
background (RGB: 109, 109, 109).

Critically, we manipulated when the visual targets were presented
along the phase of the auditory 3-Hz FM stimulation. In particular,

Gabor gratings occurred in one of 20 equally spaced times that were
defined relative to the phase of the 3-Hz FM cycle of the auditory stimu-
lation (Fig. 1B, visual target times). The first phase in which a visual tar-
get could appear relative to the auditory stimulation was 8° into the 3-
Hz FM cycle, and subsequent targets occurred in steps of 18° around the
cycle. Gabor gratings were presented after a minimum of 1 s of the 3-Hz
FM stimulation, and potential visual targets were distributed across two
cycles of the auditory stimulation to reduce predictability of its exact
temporal onset within the auditory stream (Fig. 1B, visual target win-
dow: 1000–1666ms).

To ensure accurate alignment between visual targets and the 20 pos-
sible phases of the auditory stimulus, Gabor gratings were embedded
within videos with a duration of 2 s (240 frames), corresponding to the
length of the auditory stimulation. Targets were presented for 16.7ms
(two frames) and were immediately followed by the mask, which was
presented for 25ms (three frames). While the contrast of the Gabor gra-
ting was individually adjusted for each participant (see below,
Calibration procedure), the contrast of the mask was constant across
participants. All other images were blank gray frames (RGB: 109, 109,
109). Single frames were exported to FFmpeg (http://ffmpeg.org) and
converted into videos (video codec: libxvid.

A second set of videos with a duration of 1 s (120 frames) were cre-
ated for establishing a participant’s individual Gabor contrast (see below,
Calibration procedure). Gabor gratings were inserted after 500ms for
16.7ms (two frames) and followed by the mask presented for 25ms
(three frames). The remaining frames were blank gray frames (RGB:
109, 109, 109). Single frames were subsequently exported to FFmpeg and
converted into videos.

Procedure
Each session started with a calibration session to estimate the Gabor con-
trast threshold for each participant and was followed by a practice block
before the main task started. Participants sat in a dimly lit and electrically
shielded sound-attenuated booth, ;95 cm in front of the screen.
Behavioral data were recorded online by Presentation software (version
18.3.06.02.16, Neurobehavioral Systems Inc.). Responses were collected
on a standard keyboard.

Calibration procedure
Threshold contrasts for perceiving the Gabor gratings were first titrated
for each participant using a two-alternative forced choice task (2AFC). A
three-down one-up rule was implemented aiming for an accuracy of
;70% (Levitt, 1971). In each trial, a Gabor grating was presented for
16.7ms, tilted 45° or 135°, followed immediately by a mask of 25ms in
duration. Participants had to indicate the orientation of the Gabor gra-
ting by pressing the right (45°) or left (135°) arrow key on the keyboard.
Each trial started with a variable delay centered on 333ms, which was
followed by a white fixation cross that was presented for 240ms. The
video, containing the Gabor grating and mask, started after another vari-
able interval (jitter centered on 333ms) and lasted for 1000ms.
Participants were then prompted with a response screen and the next
trial started after participants indicated the orientation of the Gabor gra-
ting. Participants completed three blocks of the 2AFC task, lasting about
5 min each. In each block twelve reversals were completed and the
threshold contrast was determined by the average threshold of the last
eight reversals (procedure similar to Henry and Obleser, 2012; Bauer et
al., 2018). The final threshold contrast for the Gabor gratings was
defined as the arithmetic average of the individual estimates for each of
the three blocks.

Cross-modal task
In the main task (Fig. 1B for a schematic), participants had to discrimi-
nate the orientation of the Gabor gratings (45° or 135°). Participants
were asked to listen to the auditory stimulation and to indicate the orien-
tation of the Gabor grating as quickly as possible by pressing the right or
left arrow key on the keyboard, corresponding to the 45° and 135° orien-
tation, respectively. Visual targets were presented for 16.7ms at the indi-
vidually established contrast and immediately masked for 25ms. In each
trial, only one visual target was presented.
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The cross-modal task was self-paced, in that participants could initi-
ate each trial on their own by pressing the space bar. After a variable
delay, centered on 333ms (one cycle of the 3-Hz FM stimulation), a
white fixation cross appeared for 240ms. The fixation cross was followed
by another variable interval centered on 333ms after which the audi-
tory-visual stimulation started. The auditory stimulation and the video,
containing the Gabor grating and mask, started simultaneously and
lasted for 2000ms. The auditory-visual stimulation was followed by a
720-ms blank screen in which potential responses would still be counted.
The participants were then prompted on the screen to initiate the next
trial by pressing the space bar. Participants were explicitly instructed to
maintain fixation on the middle of the screen after the fixation cross dis-
appeared and were asked to proceed in a timely manner from trial to
trial.

Participants completed a short practice block (12 trials) in which
they received feedback on the screen regarding the correct identification
of the Gabor orientation. No feedback was presented during the main
task. In the main task, each participant completed 640 trials, resulting in
32 trials for each visual target time (16 per Gabor orientation) across the
two cycles. The main task was presented in six blocks of ;10min each
with breaks of self-determined length in-between blocks and lasted on
average 60min (SD=7min).

After the experiment, participants completed the short version of the
speech, spatial, and qualities of hearing scale (SSQ; Gatehouse and
Noble, 2004) and filled in the EHI (Oldfield, 1971). On average each ses-
sion lasted;2.5 h including EEG preparation.

Behavioral analysis
All statistical analyses were performed in R Studio (version 1.2.1335, R
Core Team, 2016) running the R software package (version 3.6).
Circular statistics were performed by using the package “circular” in R
(Agostinelli and Lund, 2013) and with code provided by Pewsey et al.
(2013; Circular Statistics in R).

We applied signal detection theory and calculated visual target sensi-
tivity (d’) for each of the 20 visual target times. Trials were included in
the analysis if a button press occurred between 100 and 1000ms after the
Gabor grating was presented (similar to Henry and Obleser, 2012;
Henry et al., 2014, 2017; Bauer et al., 2018). Trials in which button
presses occurred outside of this response window as well as trials in
which no responses were made were discarded (M=57 trials,
SEM=14.8; 8.886 2.30%). In addition, trials were excluded if a partici-
pant blinked around the presentation of the Gabor grating (�500–
100ms), as quantified via vertical electrooculogram (M=9 trials,
SEM=2.9; 1.466 0.46%; see below, EEG data acquisition and prepro-
cessing). On average, 574 trials (SEM=16.5; 89.656 2.58%) were
retained for the analysis of visual target sensitivity per participant.

Analysis of visual target sensitivity
We applied signal detection theory to calculate visual target sensitivity.
To apply the signal detection framework to our behavioral data we
assigned all 45° targets as the “signal” condition and all 135° targets as
the “noise” condition (Macmillan and Creelman, 1991; Zhang et al.,
2019). The hit rate was calculated as the proportion of all trials with a
45° target in which a correct 45° response was made (while incorrect
responses in 45° target trials were classified as miss; see Fig. 1C). The
false alarm rate was calculated as the proportion of all trials with a 135°
target in which an incorrect 45° response was made (while correct
responses in 135° target trials were classified as correct rejection). For
each of the 20 visual target times we calculated the sensitivity (d’) with
the following equation:

d9 ¼ zðHÞ � zðFAÞ;

where z(H) refers to the z score transformation of the hit rate and z(FA)
refers to the z score transformation of the false alarm rate (Macmillan
and Creelman, 1991). We corrected for extreme proportions (0,1) by
applying the log-linear rule, adding 0.5 to both the number of hits and
the number of false alarms, and 1 to both the number of 45° and 135° tri-
als (Hautus, 1995; Stanislaw and Todorov, 1999; Ho et al., 2017). Visual

target sensitivity was first calculated separately for each of the 20 visual
target times. These were subsequently smoothed with an unweighted cir-
cular-moving average with a bin size of62 (procedure similar to Henry
and Obleser, 2012; Henry et al., 2017; Bauer et al., 2018).

Analysis of cross-modal behavioral entrainment
Rhythmic modulations of behavioral performance in response to FM au-
ditory stimulation have been previously observed in pure auditory tasks
(Henry and Obleser, 2012; Henry et al., 2014, 2017; Bauer et al., 2018).
To investigate the influence of the 3-Hz FM auditory stimulation on be-
havioral performance in the visual target identification task we derived
two separate measures. First, we calculated a circular-linear correlation
between visual target sensitivity and the phase of the 3-Hz FM stimulus
at which the visual target was presented to test whether behavioral
entrainment generalizes to visual performance. Second, we fitted a sin-
gle-cycle sine function to the behavioral data of each participant in turn.
From this fit we extracted the phase angle corresponding to the best be-
havioral performance.

Circular-linear correlations between visual target sensitivity values
and the 3-Hz FM stimulus phase were calculated separately for each
participant to test whether visual target sensitivity was significantly
modulated by the 3-Hz FM stimulus phase (Johnson–Wehrly–Mardia
correlation coefficient; 1000 permutations). The circular-linear correla-
tion can be interpreted as the degree to which behavioral performance is
modulated by the FM phase and we will refer to the circular-linear corre-
lations as cross-modal behavioral entrainment throughout the manu-
script. To investigate the strength of these circular-linear correlations
across participants, we performed permutation testing. For each partici-
pant, we formed a permutation distribution of circular-linear correlation
coefficients by shuffling the correspondence between the 3-Hz FM stim-
ulus phase and visual target sensitivity values. Permuted data were
smoothed using a circular-moving average (bin size 62) and circular-
linear correlations were calculated on each of 1000 iterations. We
obtained a z score for the actual circular-linear correlation by

z ¼ ða�mÞ
s

;

where z is the z-transformed observed data, a is the observed data
(i.e., actual circular-linear correlation), and m and s are mean and
standard deviation of the permutation distribution, respectively.
The resulting z scores were then tested against 0 using a one-sample
t test.

As mentioned above, we additionally fitted a single-cycle sine func-
tion to each participants’ behavioral data (visual target sensitivity) using
the Levenberg Marquardt nonlinear least-squares algorithm imple-
mented in the R package minpack.lm (Elzhov et al., 2015):

yi;A sinð2Pfmx1 f iÞ1 b;

where yi are the observed behavioral data in relation to the time steps x
« [0, 0.33] in seconds for one cycle of the fm 3-Hz FM stimulation. A, Ui,
and b represent the amplitude, the phase lag of the sine fit, and the inter-
cept, respectively. For each participant, we obtained the best sine-fit
function gi(x) = Asin(2p fmx 1 Ui)1b by applying the nonlinear least-
squares algorithm, allowing amplitude, phase lag, and intercept to vary
(three degrees of freedom). From the best-fitting sine functions for each
participant we calculated the phase angle corresponding to peak per-
formance by estimating the local maximum of gi (xmax = arg maxx gi(x)).
We obtained the phase angle in radians for peak performance by multi-
plying xmax by 2p fm, where fm = 3Hz for each participant. To test
whether there is a systematic relation between visual performance and
auditory phase across participants, optimal stimulus phases were tested
for uniformity, using the Rayleigh test.

EEG data acquisition and preprocessing
EEG was acquired using Synamps amplifiers and Neuroscan acquisition
software (Compumedics Neuroscan). We used a custom 62-channel

7068 • J. Neurosci., August 18, 2021 • 41(33):7065–7075 Bauer et al. · FM-SoundModulates Vision Rhythmically



setup with the following subset of electrodes of the international 10–10
system: FPz, AFz, AF3/4, AF7/8, Fz, F1/2, F3/4, F7/F8, FCz, FC1/2, FC3/
4, FC5/6, FT7/8, Cz, C1/2, C3/4, C5/6, T7/8, CPz, CP1/2, CP3/4, CP5/6,
TP7/8, Pz, P1/2, P5/6, P7/8, P9/10, POz, PO3/4, PO7/8, PO9/10, Oz, O1/
2, Iz, I1/2. The left mastoid was used as the online reference and we
included a right mastoid measurement to derive an average-mastoid
reference offline. The ground electrode was placed at the left upper
arm. Two bipolar electrode pairs were used to record electrooculog-
raphy; one pair was placed above and below the left eye (vertical
electrooculography) and another lateral of each eye (horizontal elec-
trooculography). During acquisition, signals were low-pass filtered
by an antialiasing filter (250 Hz cutoff), digitized at 1000 Hz, and
stored for offline analysis.

EEG data were analyzed in MATLAB version 2017b (MathWorks),
using a combination of EEGlab (version 14_1_2b used for preprocessing;
Delorme and Makeig, 2004), Fieldtrip [version 20190419 used for analy-
sis of intertrial phase coherence (ITPC); Maris and Oostenveld, 2007],
and custom scripts. For the ICA decomposition, EEG raw data were first
filtered offline between 1 and 40Hz (finite impulse response filter, filter
order high-pass filter: 800; filter order low-pass filter: 100), down-
sampled to 500Hz, and EEG data between task blocks (i.e., during
breaks) were pruned. Data were subsequently segmented into consecu-
tive 1-s time intervals, and segments containing non-stereotypical
artefacts, defined as epochs with a joint probability .3 SDs from
means of local (single-channel) and global (across channels) activity
distributions, were rejected (pop_jointprob.m, locthresh and
globthresh = 3). The remaining data were submitted to an independ-
ent component analysis (ICA) based on the extended Infomax (Bell
and Sejnowski, 1995; Jung et al., 2000a,b). The resulting unmixing
weights were used to linearly decompose the original and down-
sampled raw data and attenuate typical artefacts that reflected eye
blinks, horizontal eye movements, heartbeat, and other sources of
non-cerebral activity (components identified via visual inspection;
M = 9.7, SEM= 0.5 components removed per dataset). The code
used for this preprocessing step is publicly available by (Stropahl et
al., 2018). The ICA-corrected raw data were subsequently filtered
between 0.5 and 40Hz (finite impulse response filter, filter order
high-pass filter: 1600; filter order low-pass filter: 100).

We applied a surface Laplacian transform (Perrin et al., 1989) to the
EEG data as implemented by (Cohen, 2014). The surface Laplacian
transform was applied to increase spatial resolution and to obtain a ref-
erence-free representation of the underlying current generators (Kayser
and Tenke, 2015). The onset phase of the auditory stimulation varied on
a trial-by-trial basis and could take one of four values: 0, p /2, p , and
3p /2. In order to test for neural entrainment effects, EEG data were
epoched relative to the rising phase of the auditory stimulation (phase 0
of the sine wave), so that the auditory stimulus phase was consistent
across trials. Specifically, EEG data were epoched from �2000 to
14000ms relative to the re-aligned auditory stimulation onset and base-
line-corrected in the time window of�150–0ms. As with the behavioral
data, we only considered trials in which responses occurred within 100–
1000ms after visual target presentation. Trials with no button presses or
responses outside of this response window were discarded. Further, we
rejected all trials in which eye blinks occurred from �500 to 1100ms
relative to visual target onset (M=9 trials, SEM=2.9; 1.466 0.46%). Eye
blinks were detected via vertical electrooculography before the ICA
decomposition. In particular, trials on which the vertical EOG voltage
surpassed ;200 mV (approximately one-half of the maximum voltage
evoked by a typical blink) were flagged and confirmed by visual inspec-
tion. Finally, epochs with an especially high variance were discarded
(pop_jointprob.m, locthresh and globthresh = 5). On average, 532 trials
(SEM=15.4; 83.156 2.37%) were retained for the EEG analysis per
participant.

EEG entrainment and statistical analysis
To investigate effects of neural entrainment in response to the auditory
stimulation, we calculated ITPC (Lachaux et al., 1999). To this end, a fast
Fourier transform was calculated, including a Hanning taper and zero
padding, for each trial and each channel using a fixed number of six

cycles across frequencies. The resulting complex numbers were normal-
ized by dividing each complex number by its magnitude. ITPC was then
calculated as the absolute value of the mean normalized complex num-
ber across trials. ITPC values can take on values between 0 (no coher-
ence) and 1 (perfect phase coherence). ITPC was calculated for
frequencies ranging from 1 to 10Hz in steps of 0.1Hz and in time steps
of 100ms. In an initial step, we calculated ITPC across all trials.
Subsequently the analysis was repeated to determine ITPC values sepa-
rately for trials in which visual targets occurred during the first (;1000–
1333ms) or second cycle (;1333–1667ms) of the visual target window
(see Fig. 1B). The motivation for breaking down the ITPC analysis was
2-fold. First, we wanted to ensure that the reported effects in visual elec-
trodes were not contaminated by evoked responses because of the visual
target. Second, we wanted to confirm that auditory and visual electrodes
demonstrated distinct response patterns if the visual target occurred in
the first or second cycle (see Fig. 4).

Statistical analyses were performed separately for electrodes associ-
ated with auditory and visual brain activity. For auditory activity, four
bilateral electrodes were chosen based on the 3-Hz ITPC topography
(FC3, FC5, FC4, FC6, TP7, P7, TP8, P8). The electrodes chosen corre-
spond well with the scalp distributions of auditory generators observed
in previous studies that also applied a Laplacian transform (Jaeger et al.,
2018). For visual activity, we chose to use the three central occipital elec-
trodes a priori (O1, Oz, O2) to investigate potential entrainment of vis-
ual activity. We focused on these canonical visual electrodes because our
visual targets were presented centrally, and because these electrodes were
the most remote from any possible effect of entrainment on auditory
brain activity. In addition to using a selected number of electrodes, we
also calculated ITPC values for all electrodes and projected them on the
electrode array to obtain a topographical visualization of the ITPC pat-
terns (see Fig. 3A).

For statistical analyses, we extracted ITPC values for both auditory
and visual electrodes at the 3-Hz stimulation frequency by calculating
the average across the 2.5- to 3.5-Hz frequency window and the 500- to
1000-ms time window. The starting point of the time window was based
on a previous study showing reliable auditory entrainment after two to
three cycles of a 3-Hz FM stimulus (Bauer et al., 2018). The end point
was chosen to avoid contamination by brain activity related to visual tar-
get onset or responding.

To compare the strength of peristimulus ITPC against baseline
ITPC, paired sample t tests were calculated, separately for the selected
auditory and visual electrodes. The baseline ITPC was defined as the av-
erage 2.5- to 3.5-Hz ITPC in the �800- to�300-ms time window before
stimulation onset. This segment was chosen as it does not overlap with
the realignment of trials nor potential backward smearing cause by the
sliding time window used for the ITPC analysis.

In addition, we investigated neural entrainment strength as a func-
tion of behavioral performance. We used the k-means algorithm by
Hartigan andWong (1979) as implemented in R (R Core Team, 2016) to
cluster participants into three groups based on their cross-modal behav-
ioral entrainment data (i.e., circular-linear correlations). K-means algo-
rithm is an iterative algorithm that partitions the dataset into k-groups
such that the sum of squares from points to the assigned cluster center is
minimised. We will refer to these three groups as high (N=10), medium
(N= 11), and low cross-modal behavioral entrainment group (N= 7).
The number of participants in each group was not set a priori but
instead was defined by the clustering algorithm. After having found
these groups based purely on the behavioral data, we performed a con-
trast analysis with the ITPC values as dependent measure to investigate
whether there is a linear trend among the means of the three groups.
The contrast analysis was followed up by a Spearman rank order correla-
tion to test the relationship between behavioral and neural entrainment
on a more continuous scale.

As phase coherence values are bounded between 0 and 1 and are
therefore not normally distributed, ITPC values were arcsine-trans-
formed before being submitted to statistical analysis (Studebaker, 1985).
Throughout the manuscript, effect sizes are provided as Cohen’s d for t
tests. All statistical tests are two-tailed, and the significance level was set
to p, 0.05 for all tests.
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Results
Auditory rhythmic stimulation modulates visual target
sensitivity
Visual target sensitivity was not stable across visual target times,
but systematically co-varied with the phase of the auditory stim-
ulation. Based on our staircasing of the visual target contrast, the
mean d’ calculated over all target times (target times depicted in
Fig. 1B) showed that participants performed the task better than
chance, but far from ceiling (M=1.57, SEM=0.10). Critically,
however, around the mean values, behavioral performance ebbed
and flowed systematically according to the phase of the auditory
3-Hz FM stimulation. Figure 2A shows the behavioral data of all
28 participants in descending order from high to low cross-
modal behavioral entrainment. Circular-linear correlations
between the 3-Hz FM stimulus phase and the visual target sensi-
tivity values were systematically higher than would be expected
by chance (t test against 0, two-tailed: t(27) = 8.628, p, 0.001,
d= 1.630). Even at the level of individual participants, circular-
linear correlations reached significance for 21 out of 28 partici-
pants (Fig. 2A).

While the observed coupling was highly robust, we also found
considerable variability across participants in the phase of this
cross-modal behavioral entrainment pattern, such that visual tar-
get sensitivity peaked at different phases of the 3-Hz FM signal
in different participants (compare, for example, the green and
the pink participant in Fig. 2A). In fact, we found no support for
a clear phase concentration of this behavioral entrainment when
considering the full sample (N= 28, Rayleigh z=1.778, p=0.252;
u = 108.2°, SEM=17.9°). However, when excluding the seven
participants for whom we did not observe significant cross-
modal behavioral entrainment in the first place (circular-linear
correlation ps. 0.05; Fig. 2A, gray lines), significant phase clus-
tering became evident in the group (N= 21, Rayleigh z=3.212,
p=0.038; u = 98.4°, SEM=17.1°; Fig. 2B).

Thus, despite variability in the observed phase of entrain-
ment, cross-modal behavioral entrainment of visual target

perception by the 3-Hz FM stimulation was highly robust, and
could be identified in the majority of participants.

Auditory FM stimulation modulates activity in auditory
electrodes
We focused our EEG analyses on the 21 participants who showed
significant evidence for a behavioral modulation by the 3-Hz FM
stimulation. As a main indicator for neural entrainment we cal-
culated ITPC (Lachaux et al., 1999). In line with previous studies
showing neural entrainment in response to a FM stimulus
(Henry and Obleser, 2012; Henry et al., 2014, 2017; Bauer et al.,
2018), we also found clear evidence for entrainment of 3-Hz ac-
tivity to the FM stimulation (Fig. 3B). The 3-Hz topography for
ITPC values averaged over the 2.5- to 3.5-Hz frequency and
500–1000ms (Fig. 3A) shows a clear bilateral modulation of au-
ditory processing with a similar distribution as previous auditory
studies that also used a Laplacian transform (SanMiguel et al.,
2013; Kayser and Tenke, 2015; Jaeger et al., 2018). A paired-sam-
ples t test confirmed a significant increase in ITPC in the desig-
nated auditory electrodes, relative to the pre-stimulation baseline
(t(20) = 4.676, p, 0.001, d=1.02; Mbaseline = 0.05, SEMbaseline =
0.001, Mstimulation = 0.09, SEMstimulation = 0.01; Fig. 3B).

Auditory FM stimulation modulates activity in visual
electrodes
In addition to auditory activations, the 3-Hz topography shown
in Figure 3A also reveals an increase in ITPC over posterior elec-
trodes. Such a pattern has not previously been observed in purely
auditory (i.e., unimodal) studies (SanMiguel et al., 2013; Kayser
and Tenke, 2015; Jaeger et al., 2018) and suggests entrainment of
visual processing. A paired t test in canonical and a-priori-
defined visual electrodes (O1, Oz, O2) confirmed a significant
increase in ITPC relative to the pre-stimulation baseline
(t(20) = 2.399, p= 0.0263, d= 0.52; Mbaseline = 0.05, SEMbaseline =
0.003, Mstimulation = 0.07, SEMstimulation = 0.005; Fig. 3C). These
data thus suggest that in our cross-modal task, the 3-Hz FM

Figure 2. Rhythmic behavioral modulation of visual discrimination performance by auditory FM stimulation. A, Single-participant data for all 28 participants ordered in descending order
from high to low cross-modal behavioral entrainment (i.e., circular-linear correlation; correlation value is shown in each plot). Plots show smoothed behavioral performance for all 20 visual tar-
get times (colored and gray/dark blue lines) superimposed on a schematic of the sound (black line). The colored lines correspond to participants as shown in B. Two cycles were concatenated
for better visualization purposes (second cycle is faded). Further, participants were divided into three groups: high (N= 10), medium (N= 11), and low cross-modal behavioral entrainment
(N= 7) group. Groups were based on k-means clustering and used for the analysis of the neuro-behavioral relationship (see Fig. 5). Participants in gray did not show a significant cross-modal
behavioral entrainment (circular-linear correlation: p. 0.05). B, Phase angle distribution for N= 21 participants showing significant cross-modal behavioral entrainment. Data from seven par-
ticipants were removed (gray lines in A). Colors correspond to the single-participant data as shown in A. The black arrow indicates the mean phase angle across participants.
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stimulation did not only entrain neural activity in auditory elec-
trodes, but also entrained oscillatory visual activity in posterior
electrodes in the absence of any continuous visual stimulation
and in a fashion consistent with the cyclical pattern of visual tar-
get sensitivity in behavior that we reported in Figure 2A.

In a supplementary analysis, we could demonstrate clear 3-Hz
ITPC in visual electrodes even for trials in which the visual
target occurred relatively late in the auditory stimulation
(Fig. 4B), making it unlikely that these reported effects in vis-
ual electrodes were dependent on the visual stimulation.
Moreover, this analysis confirmed distinct response patterns
associated with visual target processing between the selected
visual and auditory electrodes. While visual target responses
were evident in visual electrodes (Fig. 4B), this was much less
so in auditory electrodes (Fig. 4A), thereby increasing our
confidence in the separation of neural activity between the
selected visual and auditory electrodes.

Neural entrainment in visual electrodes is related to cyclic
modulation of visual perception
Finally, we found that the degree of neural entrainment in visual
electrodes was related to the degree to which visual target sensi-
tivity fluctuated with the 3-Hz FM stimulation (Fig. 5A,B).

A k-means algorithm (Hartigan and Wong, 1979) partitioned
individuals who had a low (N= 7; cluster center = 0.154), me-
dium (N= 11, cluster center = 0.528), or high (N=10, cluster
center = 0.787) cross-modal behavioral entrainment in a purely

data-driven manner. While this sorting was performed exclu-
sively on the pattern of behavioral data, we found striking differ-
ences in the pattern of visual ITPC between the groups (Fig. 5A).
For example, while neural entrainment in visual electrodes
was prominent in the group that also showed clear behav-
ioral entrainment (Fig. 5A, left panel), we found virtually no
entrainment in visual activity in the group that also showed
no clear behavioral modulation (Fig. 5A, right panel; note
that this group also corresponds to the seven participants for
which we could not establish a significant effect in behavior).
A contrast analysis comparing ITPC in visual electrodes
across the three groups (low, medium, high) showed a signif-
icant linear trend among the means of the three groups
(F(1,25) = 5.658, p = 0.025), whereby neural entrainment in
visual electrodes was largest in the participant group that
also showed the largest cross-modal behavioral entrainment.
Arguing for the functional relevance of visual entrainment,
this linear trend among the three groups was corroborated by a
significant positive correlation between ITPC values in visual elec-
trodes and cross-modal behavioral entrainment (r (27) = 0.39,
p=0.039) across participants.

Strikingly, when running the same analyses for the neural
entrainment activity in auditory electrodes we found no lin-
ear trend among the means of the three groups (F(1,25) =
1.954, p = 0.174), nor a significant correlation (r (27) = 0.22,
p = 0.27).

Figure 3. Entrainment of neural activity of auditory and visual EEG electrodes. Data for N= 21 participants with significant behavioral cross-modal entrainment. A, 3-Hz topography, aver-
aged for the 2.5- to 3.5-Hz frequency range and 500 to 1000 ms time period. A surface Laplacian transform was applied to help separate contributions from auditory and visual areas. B, ITPC
in auditory electrodes. Left panel shows the time-frequency representation with a clear 3-Hz activation. Black box indicates the time (500–1000ms) and frequency range (2.5–3.5 Hz) that was
used for statistical analysis. Middle panel shows ITPC values collapsed over the time window of 500–1000ms; shaded area depicts the SEM and the inset topography depicts the electrodes
used for statistical analysis. Bar plots in the right panel depict extracted 3-Hz ITPC values (2.5–3.5 Hz) for both, the stimulation period (500–1000ms; dark blue) and the pre-stimulus baseline
period (�800 to�300 ms; light blue). C, ITPC in visual electrodes. Time-frequency representation of ITPC values averaged across visual electrodes shows an increase in phase coherence at the
3-Hz stimulation frequency (black box indicates time and frequency range for statistical analysis). ITPC averaged over time is shown in the middle panel; shaded area shows the SEM. Right
panel shows bar plots of the extracted 3-Hz ITPC values for stimulation and baseline periods.
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Figure 5. Neural entrainment in visual electrodes predicts the degree of cross-modal entrainment of visual perception. Data are shown for all participants (N= 28). A, Time-frequency maps
for visual electrodes shown separately for the high, medium, and low cross-modal behavioral entrainment group. Dashed black boxes indicate the time-frequency range used for statistical anal-
ysis (2.5–3.5 Hz and 500–1000ms). B, Red bar plots depict 3-Hz ITPC values for visual electrodes for each group (error bars indicate SEM).

Figure 4. Entrainment of neural activity in auditory and visual EEG electrodes separated by target occurrence. ITPC analysis separately for visual targets occurring during first
(;1000–1333 ms) or second cycle (;1333–1667 ms) of the visual target window (N = 21 participants are shown; see Fig. 1B for visual target window). Visual target windows
are indicated via red bars on top of the time-frequency representations. A, ITPC in auditory electrodes: left and middle panel show time-frequency representations for the first
and second cycle of the visual target window. Right panel shows ITPC values collapsed over time (500–1000 ms) separately for targets occurring during the first (light blue) or
second cycle (dark blue); shaded areas depict the SEM and the inset topography depicts the electrodes used for plotting. B, ITPC in visual electrodes: left and right panels show
time-frequency representation of ITPC values averaged across visual electrodes for trials in which visual targets were presented in the first (left) and second (middle) cycle. ITPC
averaged over the time window of 500–1000 ms is shown in the middle panel separately for targets occurring in the first (light red) and second cycle (dark red); shaded areas
show the SEM and inset topography indicates electrodes used for plotting.
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Discussion
The current study provides a strong validation of cross-modal
entrainment as a useful means for organizing the perception of
multisensory stimulation in the natural environment (Lakatos
et al., 2019). Our results yielded clear behavioral evidence for
cross-modal auditory-to-visual entrainment in response to a
continuous FM stimulation. Further, our findings show that vis-
ual cortical activity was modulated by the 3-Hz FM stimulation
in the absence of any transient changes in stimulus energy or
salience in the auditory stream and without a concomitant con-
tinuous visual stimulus. Moreover, we report that the degree of
cross-modal auditory-to-visual neural entrainment is related to
the degree to which visual target sensitivity fluctuated with the 3-
Hz FM stimulus. Together, we could demonstrate a cross-modal
influence of auditory rhythmic stimulation on visual neural ac-
tivity that is functionally relevant for behavioral performance.

Our study provides clear evidence for cross-modal entrain-
ment through the careful choice of stimulus materials that
remove likely alternative explanations to any rhythmic modula-
tion of behavior or brain activity. Building on previous work
using FM stimulation in purely auditory (i.e., unimodal) settings
(Henry and Obleser, 2012; Henry et al., 2014, 2017; Bauer et al.,
2018), the constant amplitude of the FM stimulation allowed us
to systematically present visual targets in relation to the phase of
the auditory stimulation and thereby investigate a behavioral
modulation profile that is not tied to any salient onset detections,
nor potential masking effects introduced by abrupt onsets or
offsets.

Nevertheless, the nature of the FM stimulus leaves open some
alternative explanations that will require further investigation.
While we used a FM-stimulation to diminish the perception
of onset and offset effects at the cortical level, it might not neces-
sarily be the case that the current findings are due to a genuine
entrainmnent of ongoing brain oscillations. For example, partici-
pants might have perceptually “parsed” the sounds into high-fre-
quency and low-frequency periods resulting in evoked
perceptual onsets (though the heterogeneity in the preferred
“phase” of behavioral entrainment argues against any obvious
“anchoring point” in the FM-sound). It is worth considering, of
course, that modulation of rhythmic neural activity in accord-
ance to changes in the properties of sensory stimuli is a natural
process of information processing and need not always be dis-
counted as artefactual. The important question in our study was
whether these modulations in auditory rhythmic activity had any
consequence for visual performance and visual neural activity.

The observed modulations of visual performance go beyond
earlier work using either uni-modal or cross-modal rhythmic
stimulation. Our use of signal detection theory enabled us to
demonstrate effects of cross-modal entrainment on perceptual
sensitivity, while controlling for potential changes in response
bias. The results therefore expand on findings from previous
studies that have documented cyclic modulation on detection
rates and reaction times but without controlling for possible
changes in criterion shifts, as reported, for example, during uni-
modal auditory (Henry and Obleser, 2012; Henry et al., 2014;
Bauer et al., 2018) or visual (Busch et al., 2009; Mathewson et al.,
2009; Busch and VanRullen, 2010; Samaha et al., 2015) rhythmic
stimulation. Further, studies using cross-modal rhythmic stimu-
lation have mainly tested on-beat versus off-beat target presenta-
tions showing enhanced visual performance for targets occurring
on beat with a preceding auditory rhythm (Miller et al., 2013;
Escoffier et al., 2015; Simon and Wallace, 2017; Barnhart et al.,

2018). Here, we were able to construct a behavioral modulation
profile for each individual participant. Moreover, while previous
studies investigating cross-modal entrainment focused either on
behavioral (Miller et al., 2013; Barnhart et al., 2018) or neural ac-
tivity (Lakatos et al., 2008; Escoffier et al., 2015), we were able to
link cross-modal neural entrainment effects with behavioral per-
formance. This link between neural entrainment of visual activity
and behavioral performance suggests a functional relevance of
the cross-modally entrained activity for behavior.

The observed link between behavioral and neural entrain-
ment was driven by substantial differences in the degree of
entrainment across participants. One explanation might be that
some participants were better able to focus solely on the visual
task, and hence to ignore the auditory stimulation. This would
lead to little cross-modal entrainment of neural activity and
behavior. Another possibility is that cross-modal entrainment
varies between participants for other reasons (such as hardwired
anatomic connectivity), independent of potential strategic fac-
tors. In addition, we also observed heterogeneity in the preferred
phase angle across participants. Previous studies using pure audi-
tory stimulation observed similar variability across participants
(Henry and Obleser, 2012, 2013; Henry et al., 2014; Bauer et al.,
2018). A possible reason for this heterogeneity is that some par-
ticipants may be faster in adapting to the 3-Hz FM stimulation
than others and may have different neural lags that could
account for the variability (Besle et al., 2011; Henry and Obleser,
2012; Bauer et al., 2018). Further, differences in perceptual pars-
ing of the 3-Hz FM-sound might explain some variability among
the participants as well as individual differences in intrinsic brain
rhythms (Kösem et al., 2014).

The pattern of rhythmic modulation of EEG activity in ca-
nonical visual electrodes suggests rhythmic entrainment of visual
cortical processing. Whereas one may worry that the observed
visual effect merely reflects volume conduction, we have reasons
to believe that the observed visual entrainment reflected more
than just volume conduction. First, the increase in visual ITPC
as seen in the current study, has not been reported in purely au-
ditory studies using a similar preprocessing pipeline and a
Laplacian surface filter (SanMiguel et al., 2013; Kayser and
Tenke, 2015; Jaeger et al., 2018). Second, our observed neuro-be-
havioral relationship was only significant for the ITPC in the vis-
ual electrodes, but not the auditory electrodes. If this reflected
volume conduction, this correlation should have been clearer for
the directly driven auditory electrodes where the neural entrain-
ment was (not surprisingly) much larger. Third, our cycle-by-
cycle analysis showed distinct activation patterns for auditory
and visual electrodes.

There are multiple possible routes for auditory-to-visual
entrainment. Cross-modal auditory-to-visual influences in neu-
ral activity could occur through a direct influence between audi-
tory and visual cortices as suggested by animal studies (Kayser et
al., 2008; Lakatos et al., 2009; Perrodin et al., 2015). Alternatively,
or additionally, information could be transferred indirectly
through higher-order multisensory regions (i.e., superior tempo-
ral sulcus, intraparietal sulcus, and prefrontal cortex; Ghazanfar
and Schroeder, 2006; Driver and Noesselt, 2008; Van Atteveldt et
al., 2014), or subcortical regions (Cappe et al., 2007; Hackett et
al., 2007; Lakatos et al., 2007). Furthermore, there is growing evi-
dence that neural oscillations can be modulated by top-down
attention-related processes in multisensory settings (Keil et al.,
2016; Macaluso et al., 2016; Auksztulewicz et al., 2017). These
various potential routes for auditory-to-visual influences are
mutually compatible. Temporal delay in information transfer in
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direct or indirect connections and variability in the focus and
strength of factors linked to expectation and attention may also
all contribute to the observed variability in preferred phase
angles across participants. The current study design cannot
address whether the observed cross-modal entrainment effects
arise because of a bottom-up auditory-to-visual drive, indirect or
re-entrant connections, top-down attention-related factors, or
interactions among these sources. Future research on cross-
modal entrainment can shed light on the underlying mecha-
nisms, for example by directly manipulating attention or tempo-
ral expectations of visual target occurrence.

Taken together, we have shown that a continuous auditory
rhythm acts as a pacing signal by which neural oscillations can
be entrained cross-modally and thereby guide visual behavioral
performance ensuring that incoming visual stimuli are efficiently
processed. An outstanding question is whether this tracking of
environmental rhythms is special for the auditory domain, or
whether, for example, a continuous visual rhythm proves equally
effective to induce rhythmic modulations in the auditory do-
main. Further, auditory rhythms to investigate cross-modal audi-
tory-to-visual influences were so far restricted to the d and theta
frequency range, which conform with the range in which endog-
enous brain oscillations operate (Lakatos et al., 2008). Whether
the observed cross-modal rhythmic modulations of visual per-
ception can operate outside of this frequency range needs to be
further investigated (see also Zalta et al., 2020). Even so, the cur-
rent study provides an important addition to the cross-modal
entrainment hypothesis by showing cross-modal auditory-to-vis-
ual influences on brain and behavior, in the absence of salient
stimulus on- or offsets, and with behavioral consequences for
perception.
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