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Appendix 1 Omitted algorithms in this paper

Algorithm 3 Multi-objective sorting mechanism [33]

Require: Population sizes A € N. Population P; € Y. Fitness function f.
1: Sort P; into strict non-dominated fronts F¢, Ff,... based on fi(z,x) := f(x) and
f2(@, x) = x-
2: for F = F§,Fi,... do
3 Sort F such that f1 (F(1)) > f1(F(2)) > ....
4: P := (]—'é,]—'f,.. )
5: return P;.

Algorithm 4 Strict non-dominated sorting [33]

Require: Population sizes A € N. Population P € Z*, where Z is a finite state

space. Objective functions fi, f2,... : £ — R (assume to maximise all objective
functions).

1: for each individual P(¢) do

2 Set S; := () and n; := 0.

3: fori=1,...,\Ado

4 for j=1,...,Ado

5 if P(i) < P(j) based on fi, fa,... then

6: Si == 8S; U{P(>i)},

7 else if P(j) < P(¢) based on fi, f2,... then

8 n; :=mn; + 1,

9 else if fo(P(i)) = fe(P(j)) where £ =1,2,... then

10 if P(Z) ¢ Sj then S; := S; U {P(’L)} else n; :=n; + 1.

11: if n; = 0 then Fy IfoU{P(i)}.

12: Set k := 0.

13: while F; # 0 do

14: Q:=0.

15: for each individual P(i) € Fj and P(j) € S; do

16: Set n; :=n; — 1.

17: if n; =0 then Q := QU {P(j)}.

18: Set k:=k+1, Fr := Q.
19: return Fo, Fi,....
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Algorithm 5 Multi-objective sorting mechanism (alternative)

Require: Population sizes A € N. Population P; € Y. Fitness function f.
1: Sort P; into P}, P}, ... where P} containing all individuals with the highest fitness
f, P? containing all individuals with the 2nd highest fitness f, ....

2: fori=1,...,Ado

3: Set x := —o0.

4: for Q = P!, P!, ... do

5: Find (2’, x") which is the element with the highest x in Q.
6: if Q # 0 and x' > X then

7: P(i) := (2',x') and } := X"

8: Pop (z/,x") from Q.

9: Break.

10: return P;.

Algorithm 6 (u, \) selection

Require: Population size A € N. Parameter p € [\]>.
1: It ~ Unif([u]).
2: return I;.

Algorithm 7 Fitness-first sorting mechanism [7]

Require: Population sizes A € N. Population P, € Y. Fitness function f.
1: Sort P, such that P;(1) = --- = P,()\), according to

2: (@,x) = (@ X)) & f(@) > f (@) vV (f(z) = f (@) Ax=>X).

3: return P;.

3 For any n € N, we define [n] := {1,...,n}



18 X. Qin and P.K. Lehre

Appendix 2 Omitted statistical results of experiments

Table 2: Statistical results of experiments on random NK-LANDSCAPE problems.
The p-values of each algorithm come from Wilcoxon rank-sum tests between the

algorithm and MOSA-EA.

k Stat. RS cGA RLS SA-(LNEA  (1+1)EA FastGA (1+(\,\)GA (LNEA  3-tour.EA MOSA-EA

74.8418

79.2846
0.8805

5

79.2846
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Fig.11: The p-values of Wilcoxon rank-sum tests between the algorithms and
the MOSA-EA on 100 random k-SAT instances. The y-axis is log-scaled.
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Fig.12: The p-value of Wilcoxon rank-sum test between Open-WBO and the

MOSA-EA on 100 random k-SAT instances. The y-axis is log-scaled.



