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ARTICLE

The risks associated with Artificial General Intelligence: A 
systematic review
Scott McLean a, Gemma J. M. Reada, Jason Thompsona,b, Chris Baberc, Neville A. Stantona 

and Paul M. Salmon a

aCentre For Human Factors And Sociotechnical Systems, University Of The Sunshine Coast, Sippy Downs, Australia; 
bTransport,Health and Urban Design (Thud) Research Lab, Melbourne School of Design, The University of 
Melbourne, Parkville, Victoria, Australia; cSchool Of Computer Science, University Of Birmingham, Birmingham, UK

ABSTRACT
Artificial General intelligence (AGI) offers enormous benefits for humanity, 
yet it also poses great risk. The aim of this systematic review was to 
summarise the peer reviewed literature on the risks associated with AGI. 
The review followed the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) guidelines. Sixteen articles were deemed 
eligible for inclusion. Article types included in the review were classified 
as philosophical discussions, applications of modelling techniques, and 
assessment of current frameworks and processes in relation to AGI. The 
review identified a range of risks associated with AGI, including AGI 
removing itself from the control of human owners/managers, being 
given or developing unsafe goals, development of unsafe AGI, AGIs with 
poor ethics, morals and values; inadequate management of AGI, and 
existential risks. Several limitations of the AGI literature base were also 
identified, including a limited number of peer reviewed articles and 
modelling techniques focused on AGI risk, a lack of specific risk research 
in which domains that AGI may be implemented, a lack of specific defini-
tions of the AGI functionality, and a lack of standardised AGI terminology. 
Recommendations to address the identified issues with AGI risk research 
are required to guide AGI design, implementation, and management.
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Introduction

Artificial General Intelligence (AGI) is the next generation of artificial intelligence (AI), which is 
expected to exceed human intelligence in every aspect (Barrett & Baum, 2017; Bostrom, 2014; 
Torres, 2019). AGI will extend upon AI, or Artificial Narrow Intelligence (ANI) systems, which are in 
widespread use today. For example, current ANI systems include Google’s DeepMind, Facebook’s 
facial recognition technology, Apple’s ‘Siri’, Amazon’s Alexa, and Tesla’s and Uber’s self-driving 
vehicles (Kaplan & Haenlein, 2019; Naudé & Dimitri, 2020; Stanton et al., 2020). ANI systems use 
deep learning algorithms to analyse large volumes of data to make predictions regarding behaviour 
in specific tasks (LeCun et al., 2015; Naudé & Dimitri, 2020). As such, an ANI’s intelligence is task 
specific (or narrow) and cannot transfer to other domains with unknown and uncertain environ-
ments in which they have not been trained (Firt, 2020).

In contrast, an AGI would possess a different level of intelligence (Bostrom, 2014), which has 
previously been defined as an agent’s ability to achieve goals in a wide range of environments (Legg 
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& Hutter, 2006), and the ability to achieve complex goals in complex environments (Goertzel, 2006). 
Whilst current ANI systems have typically been used as tools to support human behaviours, an AGI 
system would be an autonomous agent that can learn in an unsupervised manner (Firt, 2020; Torres, 
2019). Whilst, AGI does not currently exist, it is expected to arrive sometime this century (Müller & 
Bostrom, 2016).

Although ANI systems such as Uber’s automated vehicles can create safety risks (Stanton et al., 
2019), they do not, at present, pose a significant threat to humanity (Bentley, 2018). This is not the 
case with AGI, with many scholars discussing potential existential threats (Salmon et al., 2021). The 
risks associated with AGI are generated by the challenge of controlling an agent that is substantially 
more intelligent than us (Baum, 2017). The exponential rate at which technology is advancing, such 
as in the areas of computing power, data science, neuroscience, and bioengineering, has led many 
scholars to believe that an intelligence explosion will be reached in the near future (Kurzweil, 2005; 
Naudé & Dimitri, 2020). An intelligence explosion would see AI exceed human-level intelligence 
(Chalmers, 2009). At this point, which is estimated to occur between 2040 to 2070 (Baum et al., 2011; 
Müller & Bostrom, 2016), it is hypothesised that an AGI will have the capability to recursively self- 
improve by creating more intelligent versions of itself, as well as altering their pre-programmed 
goals (Tegmark, 2017). The emergence of AGI could bring about numerous societal challenges, from 
AGI’s replacing the workforce, manipulation of political and military systems, through to the extinc-
tion of humans (Bostrom, 2002, 2014; Salmon et al., 2021; Sotala & Yampolskiy, 2015). Given the 
many known and unknown risks regarding AGI, the scientific community holds concerns regarding 
the threats that an AGI may have on humanity (Bradley, 2020; Yampolskiy, 2012). These concerns 
include malevolent groups creating AGI for malicious use, as well as catastrophic unintended 
consequences brought about by apparently well-meaning AGI’s (Salmon et al., 2021). There is 
much scepticism among experts as to whether AGI will ever eventuate, and responses to the AGI 
debate are broad and range from doing nothing, as an AGI may never be created (Bringsjord et al., 
2012), to the extremes of allowing AGI to destroy humanity and take our place in an evolutionary 
process (Garis, 2005).

Despite the scepticism, Baum (2017) identified 45 active AGI research and development projects, 
including Deepmind, Open AI, GoodAI, CommAI, SingularityNET (Baum, 2017; Torres, 2019). If AGI is 
successfully developed, it is argued that there will be only one chance to ensure that the design, 
implementation and operation of AGI is appropriately managed, as rapid advances will immediately 
render the initial AGI obsolete (Bostrom, 2014). This is highly problematic when considering risk 
management, as the initial risk controls may also be ineffective as the AGI redesigns and self- 
improves. As such, there is an urgent need to understand and develop appropriate risk controls 
now, to ensure the creation of safe AGI’s and continued and effective management of associated 
risks as they develop (Salmon et al., 2021; Sotala & Yampolskiy, 2015). Salmon et al. (2021), for 
example, recently outlined a research agenda designed to ensure that appropriate design and risk 
management methods are immediately embedded in AGI design. Despite calls such as this, the 
extent to which the research community is actively exploring the risks associated with AGI in 
scientific research is not clear (Baum, 2017). Moreover, the specific nature of the risks associated 
with AGI is not often made clear, with discussions focusing more on general existential threats such 
as AGI systems deciding that humans are no longer required (Bostrom, 2014). The literature on the 
risks associated with AGI has grown substantially within the last decade, and includes numerous 
books, government and academic white papers, website blogs and articles, and conference proceed-
ings, among others (Sotala & Yampolskiy, 2015). However, the extent to which this has translated 
into formal scientific studies exploring the risks associated with AGI is not clear. The purpose of this 
systematic review is therefore to examine and report on the peer reviewed scientific literature that 
has specifically investigated the risks associated with AGI. The intention was to determine the level of 
scientific inquiry in this area and to identify specifically what forms of risk are being explored. As such 
the specific research question investigated for the current systematic review was: What are the risks 
associated with Artificial General Intelligence?
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Methods

Protocol

The current systematic review followed the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) guidelines (Moher et al., 2009). PRISMA includes an evidence-based set of 
reporting guidelines to ensure that the literature review process is comprehensive, replicable and 
transparent. Data were extracted from each included study to understand the current state of the 
literature relating to the Research Question. For the current systematic review, we have assumed that 
AGI will be created. For clarity, in the current review, the term AGI is used to represent non-human 
agents with human level and above intelligence.

Electronic search

The literature search was completed on the 26th of August 2020. Literature was searched across three 
databases: SCOPUS, Web of Science (WoS), and Association for Computational Machinery (ACM). The 
citation software Endnote X9 was used to facilitate the searching and screening process. Based on 
the research question, Boolean search terms were developed, and appropriate limiters applied. The 
Boolean search terms and filters were applied to ensure that only relevant studies were included in 
the initial search. The search terms and filters applied to all three databases was: ‘Artificial general 
intelligence’ OR ‘artificial superintelligence’ OR ‘strong AI’ OR ‘technological singularity’ OR ‘techno-
logical explosion’ AND 'safety' OR 'risk*' OR 'Danger*' OR 'Threat*' Or 'accident*' OR 'security' OR 
'unintended behaviour' OR 'societal impacts' Or 'Value*' (English: Article). All retrieved articles’ title 
and abstract were assessed based on the eligibility criteria. Articles that did not align with the 
eligibility criteria were excluded from the review.

Eligibility criteria

A set of inclusion and exclusion criteria were developed to support the identification of studies 
relevant to the research question.

Inclusion criteria

Articles were included in the review if they were:

● Focused on AI systems with human level intelligence and above (e.g., artificial general intelli-
gence and artificial superintelligence);

● Focused on risks associated with AGI;
● Were published in peer reviewed journals; and
● Were published in English.

Exclusion criteria

Articles were excluded from the review where they:

● Focused only on artificial intelligence (AI) or artificial narrow intelligence (ANI);
● Focused only on AGI algorithms/engineering/architecture/programming;
● Focused only on the predicted date of arrival of human level intelligence and above;
● Conference proceedings, grey literature, reviews, arXiv articles, journal editorials, books; and
● Were commentaries on the different viewpoints related to human level intelligence and above.

JOURNAL OF EXPERIMENTAL & THEORETICAL ARTIFICIAL INTELLIGENCE 3



Data extracted

The following information was extracted from each paper:

● Author(s) and year of publication;
● Domain/topic (e.g., defence, transport, healthcare, general (non-specific));
● AGI specification/functionality;
● Analysis method;
● Risks identified; and
● Risk controls/risk management strategies.

Results

In total, 136 articles from the three databases were identified; Scopus (n = 61), WoS (n = 58), and ACM 
(n = 17). Following the removal of duplicates (n = 39), the title and abstract of 97 articles were 
assessed which resulted in 80 articles excluded for not meeting the eligibility criteria. This resulted in 
17 full text articles selected for eligibility assessment, of which six did not meet eligibility criteria and 
were excluded. A further 18 potential articles were identified by screening the article titles within in 
the bibliographies of the eligible articles, and full texts were assessed for eligibility. This process 
resulted in the inclusion of five articles. Altogether, this process resulted in the inclusion of 16 articles 
in the systematic review (Figure 1). Table 1 provides a list of studies included in the review.

AI specification/functionality

Within the included articles, three described the specific functionality of the AGI. These included 12 
different human professions, smart homes, and autonomous vehicles (Chen & Lee, 2019), a malicious AGI 
(Bradley, 2020), and AGI in the manufacturing, communication, and technology sectors (Narain et al., 
2019). The remaining articles referred to generic AGI systems and did not describe a specific AGI 
functionality.

Analysis methods

Within the included articles, multiple analysis methods were used to identify and understand the 
risks associated with AGI (Table 2). The most frequent type of analysis method included in the current 
systematic review were philosophical discussions (n = 8), in which arguments on the risk of AGI were 
developed based on existing theories and concepts. The remaining articles utilised a broad range of 
analysis methods within the context of the risks posed by AGI. Two articles assessed the capabilities 
of current risk management and legal standards and processes in relation to AGI, five articles applied 
different types of modelling. Finally, one study used surveys to obtain people’s perception of the risk 
associated AGI across three domains (human professions, automated vehicles, smart homes).

Risk categories

The risks identified in the articles can be broadly categorised as follows: AGI removing itself from the 
control of human owners/managers, AGIs being given or developing unsafe goals, development of 
unsafe AGI, AGIs with poor ethics, morals and values, inadequate management of AGI, existential 
risks (Table 3).
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Risk management and controls

Multiple forms of risk control were discussed across the included articles (Table 1). Specific controls 
involved the programming, development, and release of an AGI, increased data driven modelling, 
improved risk management processes, international regulations, government control, taxation of the 
AGI, and consultation with a wide range of experts, among others.

Discussion

The purpose of this systematic review was to summarise the peer reviewed literature specifically 
investigating the risks associated with AGI. Whilst only a small set of articles were identified, several 
key findings can be taken from the review. A broad range of risks were identified, and encouragingly, 
a number of recommendations for requisite controls to manage the risks are discussed in the articles. 
However, apparent issues emerged regarding the current scope of peer reviewed literature on the 
risks posed by AGI. The following sections will discuss the key findings from the included articles, 
potential issues associated with current AGI research, and future research directions on the risks 
of AGI.

Figure 1. Systematic literature review process and results.
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Findings from the studies reviewed

Types of analyses
A range of analysis methods were identified in the included articles. These included philosophical 
discussions, various modelling approaches, and assessment of current standards and procedures in 
relation to AGI risk. One half of the included articles were philosophical discussions on the 
potential risks associated with AGI systems. These discussions centred upon AGI confinement, 
AGI control, machine values and morals, risk management, risks to humanity, and the race to 
develop AGI. Whilst philosophical viewpoints on the risks of AGI have provided compelling and 
ostensibly sound arguments, there is considerable disagreement between experts. For example, AI 
thought leaders Nick Bostrom and Ben Goertzel disagree on containment fails, human attempts to 
make AGI goals safe, and AGI not making its own goals safe, among others (Baum et al., 2017). 
Whilst the debate itself is not in the scope of this review, it is important to note that such 
philosophical debates have facilitated critical analyses of views on the potential risks associated 
with the creation of AGI. Given that little is known about the actual risks of AGI (Baum, 2017), 
philosophical discussions and thought experiments have been a necessary starting point to 
provide direction for AGI risk research.

Various data driven and theoretical models have previously been used to forecast the behaviour 
of emerging products and technologies, and will be necessary for estimating the risks of AGI (Narain 
et al., 2019). The modelling approaches identified in the reviewed articles included fault trees and 
influence diagrams, Bayesian modelling, diffusion modelling, predator–prey models, hostility mod-
els, theoretical all-pay contest model, risk estimate modelling and AI treachery threat model. The 
outcomes of the modelling studies in the current review have provided information to better 
understand AGI containment fails (Barrett & Baum, 2017; Baum et al., 2017), technology diffusion 
enabling a safer AGI (Narain et al., 2019), and the appropriateness of current risk management 
procedures to deal with the risks of AGI (Bradley, 2020). Even though AGI does not yet exist, these 
modelling approaches have demonstrated the capability to derive information to better inform 
decision making the risks associated with AGI.

The assessment of current risk management processes and legal capabilities demonstrated, that 
currently, they are not fit for purpose when it comes to AGI (Bradley, 2020; Nindler, 2019). For 
example, the current global standard for risk management (ISO 31,000:2018), and its specific risk 
assessment sections (risk identification, assessment of likelihood, and consequence) have critical 
shortcomings (Bradley, 2020). It was indicated that when applied to AGI, the current framework is 
vulnerable to unanticipated risks, and as such, alternative approaches to AGI risk management are 
required (Bradley, 2020). In addition, the United Nations (UN) institutional and legal capabilities to 
manage existential threats posed by AI require strengthening (Nindler, 2019). For example, there is 
a need for an international regulation on AGI research and development, and an international 
enforcement agency for safe AGI. It is worth noting that risk management processes and regulations 
have been found to be inadequate and lagging behind the development of ANI. A clear implication 
of this review is that the work required to ensure that risk management processes and regulatory 
frameworks are fit for purpose for AGI should begin now, regardless of whether AGI exists or not. As 
discussed by many of the leading scholars in the area, leaving this until the first AGI systems arrive is 
unacceptable and poses risk, itself.

What are the risks and risk controls associated with AGI
Numerous risks associated with AGI have been stated within the AGI literature, as well as controls to 
avoid the associated risks (Sotala & Yampolskiy, 2015). These risks and controls broadly fit within 
three categories i.e. societal, and external and internal constraints on AGI behaviour (Sotala & 
Yampolskiy, 2015). Societal risks and controls refer to, how as a society, risks are dealt with, for 
example, regulating AGI research. External constraints refer to the restrictions imposed on the AGI, 
for example, confinement of the AGI. Last, internal constraints are concerned with the design of the 
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AGI, such as building in safe motivations of AGI (Sotala & Yampolskiy, 2015). The risk categories and 
controls identified in the current review, correspond with these three categories. For example, the 
race to develop AGI, and the appropriateness of current risk management processes and legal 
frameworks accord with societal risks and controls associated with AGI risks. AGI containment or 
confinement fails fall within the external constraints imposed on the AGI. The design of AGI goal 
safety, and AGI ethics, morals, and values fit within the internal constraints imposed on AGI’s. Whilst 
considerations and actions within each of the three categories (societal, external, and internal) may 
have merit in avoiding catastrophic AGI risk, they also suffer numerous limitations (Sotala & 
Yampolskiy, 2015). As such, integration of them may be necessary for limiting risk and achieving 
the desired outcomes of AGI. At present this appears difficult, for example, the majority of modelling 
approaches in the current review investigated risks associated with one of the three areas to avoid 
catastrophic risk. Only one of the reviewed studies incorporated societal constraints (review boards), 
external constraints (e.g., containment fails), and internal constraints (e.g., goal safety) to demon-
strate potential pathways and avoidance of AGI catastrophe (Barrett & Baum, 2017). In the survey of 
active AGI projects by Baum (2017), the majority of projects had no identifiable engagement with 
safety, which led the authors to conclude that risk is not a primary focus of AGI research and 
development. As such, AGI risk researchers could benefit from adopting risk analysis methods 
from other scientific disciplines. For example, in the field of safety science, it has been shown that 
adverse events share a common causal network of contributory factors and relationships under-
pinning their aetiology (Salmon, Hulme et al., 2020).

Limitations of the AGI literature and future directions
In the reviewed articles, there was a limited number of studies that focused on the risks to specific 
domains, as well as descriptions of specific functionality of the AGIs. The majority of studies reviewed 
were non-domain specific and focused on the general risks to humanity. However, specific domains 
identified in the eligible articles included autonomous vehicles, human professions, and smart 
homes (Chen & Lee, 2019), manufacturing, communication, and energy (Narain et al., 2019), law 
(Nindler, 2019), environment and social aspects (Pueyo, 2018). Two notable domains that did not 
feature in the review were research investigating the risks associated with defence and autonomous 
weapons systems, and healthcare. Given the obvious catastrophic risks associated with losing control 
of autonomous weapons systems to an AGI, an understanding of the potential risks is critical. AGI 
research with connections to the military is being conducted, in a 2017 survey of active AGI research 
and development projects, nine out of the total 45 active AGI projects had military connections 
(Baum, 2017). However, no military research was identified by the current review search strategy, 
which indicates two logical perspectives 1) the research may be confidential and not published, or 2) 
the research does not focus specifically on risk (Baum, 2017). In healthcare, we have witnessed how 
rapidly ANI has changed medical practice, for example, disease diagnosis, robotic surgery, and drug 
discovery, among others (Yu et al., 2018). Despite no inclusion of healthcare specific research in the 
current review, it is logical to assume that AGI systems in healthcare are being considered and may 
have enormous benefits. Baum (2017) identified 20 active AGI projects with the stated goal being 
Humanitarian, which may include healthcare, yet was not explicitly stated. As with defence, there 
would be significant risks associated with AGI systems which have the capacity to make life or death 
decisions. Moreover, many philosophical discussions focus on healthcare AGI which may seek to 
optimise achievement of its stated goals via means which provide risk to human life. For example, 
AGI systems which are tasked with eradicating diseases such as cancer which establish that they can 
achieve their goal more efficiently by eradicating those in the population who have a genetic 
predisposition to cancer (Salmon, Hulme et al., 2021) or at the expense of other, longer-term chronic 
conditions. As such, research on the potential risks associated with the unsafe AGI, or the definition 
of ‘safety’ in the healthcare system is necessary future research direction.

The review revealed that a majority of articles do not provide details of the AGI system’s 
specifications or functionality. Rather, most of the articles refer to generic AGI systems without 
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describing what capabilities they possess, what goals they may have, and what tasks they will likely 
perform. It is our view that this is a significant limitation, as it impacts the quality of subsequent risk 
assessment efforts. Whilst many formal risk assessment methods exist (Dallat, Salmon & Goode 
2019), most require at least some description of the tasks being performed and the goals being 
pursued, and state-of-the-art methods also require a description of the system in which the tasks are 
being performed (e.g., Dallat et al., 2018; Leveson, 2011; Stanton & Harvey, 2017). Without identifying 
the specifications of different AGI systems, it is not possible to accurately forecast the range of risks 
associated with them.

Currently there are few modelling efforts investigating the diffusion of AGI into society (Narain 
et al., 2019), which was exemplified in the current review by the limited number of modelling 
approaches identified. Although our understanding of the risk associated with AGI is limited, they 
have similar characteristics to other risks that involve integration of humans and technology, and 
modelling techniques exist that may provide meaningful analyses in relation to AGI (Barrett & Baum, 
2017). That said, a limitation of the current literature is that there are few studies employing formal 
scientific analysis methods to identify and assess the risks associated with AGI. Further research 
exploring the use of modelling approaches such as computational modelling (Salmon et al, 2020), 
systems analysis (Stanton et al., 2013), and risk assessment methods (Dallat et al., 2018) is 
recommended.

The review revealed that there is a dearth of peer reviewed literature focused specifically on the 
risks associated with AGI. Based on the current eligibility criteria, the number of included peer 
reviewed journal articles that focused on the risks associated with AGI was small. Further, a recent 
narrative review on catastrophic AGI risks (Sotala & Yampolskiy, 2015) included 314 sources in the 
references list, of which less than one third were peer reviewed journal articles. Within this subset of 
articles, many were not directly associated with AI or AGI. While the review by Sotala and Yampolskiy 
(2015) provided a comprehensive account of the current state of thinking on the risks associated 
with AGI, it also highlighted that the AGI literature is dominated by non-peer reviewed publications, 
mainly books and commentaries. It is therefore concluded from this review that there is a critical 
need for the publication of scientific research focused on the risks associated with AGI within the 
peer review literature. This is not to diminish the importance of the non-peer reviewed AGI literature, 
as much of it has shaped our thinking around AGI risk and safety (Bostrom, 2014; Goertzel & 
Pennachin, 2007). A potential issue with the relatively small amount of peer reviewed articles 
specifically focused on AGI risk is that policy makers may not take the risks associated with AGI 
seriously. Global organisations such as the World Health Organisation and the Climate Change 
Advisory Council base decisions and advice on peer reviewed literature (Alberts et al., 2008; 
Bornmann, 2011). Furthermore, various legal and regulatory decisions are based on evidence from 
peer reviewed literature (Bornmann, 2011). As such, peer review is seen as an instrument for ensuring 
trustworthiness (Cronin, 2005). Although peer review is not without its issues (Holmes et al., 2006), 
the seriousness of the potential risks from AGI may be underestimated by policy makers. As such 
there may be a need for more peer reviewed AGI risk research into better engage with key 
stakeholders such as politicians, advisory groups, and funding bodies.

Table 2. Analysis methods identified in the reviewed articles.

Analysis method Frequency

Fault trees and influence diagrams 1
Risk estimate modelling 1
Philosophical discussion 8
Assessment of current standards and processes 2
Questionnaire/survey 1
Bayesian modelling 1
Diffusion modelling, predator–prey models, and hostility models. 1
Theoretical all-pay contest model 1
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Lastly, there is no agreed upon single definition of the concept of AGI (Goertzel, 2014). Just as the 
term AI has many different meanings with the AI community, it appears AGI may suffer the same lack 
of definitive identity. A finding from the review was the lack of consensus in the terms used within 
AGI research. An example from the reviewed studies was the reporting of machine intelligence at 
human level and above. Terms included, AGI, artificial superintelligence (ASI), strong AI, High-level- 
machine-intelligence (HLHI), superintelligent AI, powerful general artificial intelligence (PAGI), and 
superintelligent agent. In addition, Goertzel (2014) identified further AGI terms, for example, com-
putational intelligence, natural intelligence, cognitive architecture, and biologically inspired cogni-
tive architecture. A lack of standardised terminology may be confusing what is already a complex 
research field. Given the potential severe consequences unsafe AGI poses, approaches to make the 
discipline more accessible to researchers from multiple disciplines is required. Future research could 
be conducted to standardise a range of AGI terminologies and research fields via consensus of 
experts through Delphi studies (Linstone & Turoff, 1975).

An important consideration in generalising the findings of the literature is to acknowledge that 
eligible articles may not have been identified in the literature search. However, the search strategy 
included three academic databases and included comprehensive Boolean search terms and filters. In 
addition, relevant contemporary literature might be in formats excluded in this review, such as 
conference proceedings, grey literature, reviews, arXiv articles, journal editorials and books. For 
example, it is acknowledged that publishing novel research through peer reviewed conference 
proceedings is standard practice in the computer science.

Conclusion

The current systematic review was conducted to investigate the extant peer reviewed literature 
focused on the risks associated with AGI. Data extracted from the eligible articles included, the 
type of analysis methods used, risks associated with AGI, and recommended risk controls/risk 
management strategies. From the small number of eligible articles, a broad range of risks were 
identified including, AGI removing itself from the control of human owners/managers, AGIs being 
given or developing unsafe goals, development of unsafe AGI, AGIs with poor ethics, morals and 

Table 3. Risk categories and definitions identified in the included articles.

Risk category Definition

AGI removing itself from the  
control of human  
owners/managers

The risks associated with containment, confinement, and  
control in the AGI development phase, and after an AGI has  
been developed, loss of control of an AGI.

AGIs being given or developing unsafe goals The risks associated with AGI goal safety, including human  
attempts at making goals safe, as well as the AGI making its  
own goals safe during self-improvement.

Development of unsafe AGI The risks associated with the race to develop the first AGI,  
including the development of poor quality and unsafe AGI,  
and heightened political and control issues. 

AGIs with poor ethics, morals and values The risks associated with an AGI without human morals and  
ethics, with the wrong morals, without the capability of  
moral reasoning, judgement,

Inadequate management of AGI The capabilities of current risk management and legal  
processes in the context of the development of an AGI.

Existential risks The risks posed generally to humanity as a whole, including  
the dangers of unfriendly AGI, the suffering of the human  
race

Note: Included articles covered one or multiple risk categories
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values, inadequate management of AGI, and existential risks. However, issues with the current 
state of peer reviewed AGI risk literature emerged. First, there was a scarcity of modelling 
techniques applied to investigate risks associated with AGI. Second, there was a limited number 
of studies that focused on the AGI risks in specific domains. Third, the lack of information regarding 
the AGI systems considered in terms of specifications, goals and tasks raises questions about the 
validity and comprehensiveness of the risks identified. Fourth, there was a limited amount of peer 
reviewed literature on the risks of AGI. Finally, there is a lack of consensus on the terminology used 
within AGI research. It is concluded that there is a critical need to address the multiple issues 
identified in the current review. Given that the fate of humanity may be at stake with the 
development of unsafe AGI, it is essential that we have reliable, valid, and rigorous research to 
guide safe AGI design, implementation and management.
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