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A B S T R A C T 

Machine learning is a promising tool to reconstruct time-series phenomena, such as variability of active galactic nuclei (AGNs), 
from sparsely sampled data. Here, we use three Continuous Autore gressiv e Mo ving Av erage (CARMA) representations of AGN 

variability – the Damped Random Walk (DRW) and (o v er/under)Damped Harmonic Oscillator – to simulate 10-yr AGN light 
curves as they would appear in the upcoming Vera Rubin Observatory Le gac y Surv e y of Space and Time (LSST), and pro vide a 
public tool to generate these for any survey cadence. We investigate the impact on AGN science of five proposed cadence strategies 
for LSST’s primary Wide-Fast-Deep (WFD) survey. We apply for the first time in astronomy a no v el Stochastic Recurrent Neural 
Network (SRNN) algorithm to reconstruct input light curves from the simulated LSST data, and provide a metric to e v aluate ho w 

well SRNN can help reco v er the underlying CARMA parameters. We find that the light-curve reconstruction is most sensitive to 

the duration of gaps between observing season, and that of the proposed cadences, those that change the balance between filters, 
or a v oid ha ving long gaps in the g band perform better. Overall, SRNN is a promising means to reconstruct densely sampled 

AGN light curves and recover the long-term structure function of the DRW process (SF ∞ 

) reasonably well. Ho we ver, we find 

that for all cadences, CARMA/SRNN models struggle to reco v er the decorrelation time-scale ( τ ) due to the long gaps in surv e y 

observations. This may indicate a major limitation in using LSST WFD data for AGN variability science. 

Key words: methods: statistical – quasars: general – software: data analysis – surv e ys. 
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 I N T RO D U C T I O N  

he stochastic variability of quasars has been recognized and
tudied since the disco v ery of the active galactic nucleus (AGN)
henomenon 1 (Greenstein 1963 ; Hazard, Mackey & Shimmins 1963 ;
atthews & Sandage 1963 ; Oke 1963 ; Schmidt 1963 ; Press 1978 ).
bservations of large numbers of quasars from wide-field surv e ys

how changes in the ultraviolet (UV)/optical emission (e.g. Vanden
erk et al. 2004 ; Wilhite et al. 2005 ; Sesar et al. 2007 ) and at higher
nergies (e.g. Tarnopolski et al. 2020 ) o v er the course of weeks to
ecades. It is now understood there are several physical mechanisms
hat underlie the observed quasar variability, with the variable
ontinuum UV-optical emission driven by thermal fluctuations in the
ctive accretion disc (e.g. Shakura & Sun yaev 1973 ; Czern y et al.
999 ; Peterson & Horne 2004 ; Kelly, Bechtold & Siemiginowska
009 ; Kelly et al. 2014 ). Understanding the details of the AGN
ccretion disc is a key area of study in contemporary astrophysics
e.g. Dexter & Agol 2011 ; Cai et al. 2016 ; Dexter & Begelman 2018 ;
ubota & Done 2018 ; Jiang et al. 2019 ; Jiang & Blaes 2020 ). 
A time Continuous-Autore gressiv e (C-AR) process has been

roposed for describing the observed UV/optical AGN variability
 E-mail: xxs125@student.bham.ac.uk 
 We use the term quasar and AGN interchangeably in the manuscript, noting 
hat quasars are the bolometrically luminous subset of AGN. 
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4

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
e.g. Brockwell & Davis 2002 ; Kelly et al. 2009 ; Kozłowski et al.
010 ). This was later extended to a more flexible and scalable
odel – the Continuous Autore gressiv e Mo ving Av erage (CARMA)
odel (Kelly et al. 2014 ; Feigelson, Babu & Caceres 2018 ; Moreno

t al. 2019 ). CARMA models are not physical models, but rather
 statistical description that characterizes a time-series stochastic
rocess. CARMA models are notated as CARMA( p , q ) where p
ives the order of the Autoregressive (AR) process and q gives the
escription of the Moving Average (MA) process. The AR response
an be thought of as the forecasting part, while the MA model
ives the input impulse(s). The Power Spectral Density (PSD), 2 the
utocorrelation Function (ACF), 3 and the Structure Function (SF) 4 

an all be calculated for CARMA models. Moreno et al. ( 2019 )
resent a detailed CARMA handbook for optical AGN variability,
iscuss CARMA models and their associated statistical descriptions
n full detail, and illustrate the bridge between discrete ARMA and
ime-continuous CARMA for fitting the irregular sampling of light
urves. 
 The power spectrum of the signal, describing the distribution of power across 
requencies, i.e. the Fourier transform. 
 The correlation between steps in a time series. 
 The average change as a function of time interval. 

© The Author(s) 2022. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Table 1. Acronyms used in this paper. 

Variability models: 
ACF Autocorrelation Function 
ACVF Autocovariance Function 
CARMA Continuous Autore gressiv e Mo ving 

Average 
DHO Damping Harmonic Oscillator 
DRW Damped Random Walk 
PSD Power Spectral Density 
SF Structure Function 

LSST related: 
DDF Deep Drilling Fields 
LSST Le gac y Surv e y of Space and Time 
OpSim Operations Simulator 
VRO Vera Rubin Observatory 
WFD Wide-F ast-Deep (surv e y) 

Data science terms: 
AE Auto-Encoder 
ELBO Evidence Lower Bound 
GP Gaussian processes 
GPR Gaussian process regression 
ML Machine Learning 
RNN Recurrent Neural Network 
RAE Recurrent Auto-Encoder 
SRNN Stochastic Recurrent Neural Network 
SSM State Space Model 
VAE Variational Auto-Encoder 
VRAE Variational Recurrent Auto-Encoder 
LSTM Long Short-term Memory Unit 
GRU Gated Recurrent Unit 
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The simplest CARMA model, CARMA(1,0) is the well-known 
amped Random Walk (DRW). The DRW, and its ACF and SF can
e expressed as 

 

1 x + α1 x( t) = β0 d W ( t) , (1) 

CF ( �t) = e −
| �t | 
τ , (2) 

F ( �t) = SF ∞ 

(1 − e −| �t | /τ ) 1 / 2 , SF ∞ 

= 

√ 

2 σ, (3) 

here α1 is the C-AR coefficient and β0 is the coefficient of the 
andom perturbations. In the case of AGN, x corresponds to the flux
r magnitude. W ( t ) is a Wiener process, and d W ( t ) means a white
oise process with μ = 0 and variance = 1 (Kelly et al. 2014 ). � t is
he difference between two MJDs. There are two parameters that can 
e obtained from DRW to capture the statistics of AGN variability: τ ,
he characteristic damping (or signal decorrelation) time-scale, and 
F ∞ 

, the long-term variability amplitude. 
The DRW model is a good description of long-term quasar 

ariability and as such is often applied to data from large-area sky
urv e ys. MacLeod et al. ( 2010 ) confirmed that a DRW model fits well
or ∼9000 Sloan Digital Sky Survey (SDSS) Stripe 82 quasar light 
urves, and analysed correlations between the observed variability 
arameters and AGN physical parameters including black hole 
ass, redshift, luminosity, and rest-frame wavelength of emission. 
uberlak, Ivezi ́c & MacLeod ( 2021 ) built on this work by adding
an-STARRS1 photometry to the SDSS Stripe 82 data, generating 

ight curves up to 15 yr in length. They found that the variability
mplitude is a stronger function of the black hole mass, and that it
and τ ) has a weaker dependence on quasar luminosity than initially 
ound in MacLeod et al. ( 2010 ). 

Kozłowski ( 2016b , 2017 ) investigated systematic biases (photo- 
etric noise, etc.) in SF measurements. They applied Monte Carlo 

imulations to AGN light curves, and showed that accurate estimation 
f DRW parameters requires the observation sampling to be at least 
0 rest-frame decorrelation time-scales. Kozłowski ( 2017 ) note this 
s because observations shorter than ∼10 τ are insufficient to fully 
ample the PSD. Thus, due to the limited observation lengths of
stronomical surv e ys, the estimations of DRW parameters may fall 
nto this unconstrained region resulting in biases. 

Kozłowski ( 2016a ) reported that DRW modelling can also work 
ell for non-DRW processes, and should not be regarded as a 
roxy for the physical process underlying the variable emission. On 
horter time-scales, other models may be more appropriate. Kasliwal, 
ogeley & Richards ( 2015 ) studied a number of Kepler AGN light
urves (Howell et al. 2014 ). Compared with ground-based surveys, 
epler has higher photometric precision and denser observation 

adences, but shorter surv e y length. Kasliwal et al. ( 2015 ) found
hat AGN with Kepler light-curve information had log-PSD slopes 
teeper than that of DRW, suggesting that the variability may be 
etter captured by another process other than AR(1). 
Combining SDSS and data from Kepler’s second mission, K2, 

asliwal, Vogeley & Richards ( 2017 ) discuss DRW and a higher or-
er CARMA(2,1) model, the Damped Harmonic Oscillator (DHO), 
nd indicate that an o v erdamped DHO 

5 may be a better description
f the AGN Zw 229-15 (see figs 1 and 3 from Kasliwal et al. 2017 ).
he PSD time-scale features for Zw 229-15 are also reported by 
delson et al. ( 2014 ) and Williams & Carini ( 2015 ). Kov a ̌ce vi ́c,
opovi ́c & Ili ́c ( 2020 ) present a method to model AGN variability
sing a representation of the DHO model with Gaussian processes 
 Whose IR mo v es slowly toward equilibrium. 

e  

r
e

GPs), and successfully detect variability due to continuum emission 
nd (broad) line emission. 

Thus, DRWs and DHOs are useful descriptions of quasar light 
urv es. The ke y goal of CARMA models now is to accurately mea-
ure the model parameters from observed quasars, and use this infor-
ation to study the underlying physics. We summarize the working 

quations for the DRW = CARMA(1,0) and DHO = CARMA(2,1) 
odels in Table A1 . Table A1 presents the differential equations, in-

ut parameters, impulse response (IR, also called Green’s function), 
F , ACF , Autocovariance Function (ACVF), and PSD for DRW and
HO processes. Table A2 explains all acronyms and notation. Table 
 shows all acronyms used in this paper. 
Our ability to study AGN variability will soon be transformed 

y the Vera Rubin Observatory (VRO), conducting the LSST. The 
RO telescope, located on Cerro Pachon in Chile, has an 8.4-m

6.5-m ef fecti ve) primary mirror, with a 9.6-deg 2 field of view, a 3.2-
igapixel camera, and six filters ( ugrizy ) covering the wavelength 
ange 320–1050nm. 

LSST will repeatedly observe millions of objects, with ≥825 visits 
or any given point in the survey footprint and a single-visit depth

24.5 mag in the r band. LSST will co v er the whole Southern
ky, and part of the Northern sky, as part of the Wide-Fast-Deep
WFD) surv e y. There are also five Deep Drilling Fields (DDFs;
SST Science Collaboration et al. 2009 ). The WFD will take about
0 per cent observing time, with > 10 million quasars projected to
e identified, though the cadence strategies will have an effect on the
fficiency of quasar identification (Ivezic 2016 ). This has moti v ated
ecent white papers from the LSST AGN Science Collaboration for 
stimating the influence of cadence strategies on AGN astrophysics 
MNRAS 512, 5580–5600 (2022) 
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tudies. 6 Kov ace vic et al. ( 2021b ) hav e pro vided statistical proxies to
easure the LSST cadence effects on AGN variability observations

nd Kov ace vic et al. ( 2021a ) provide two metrics: based on AGN
ime lag and periodicity, and on the SF. . Such models simulate AGN
ight curves ahead of the start of LSST surv e y operations. Analysing
eco v ery of parameters (including e.g. characteristic time-scales,
SDs, and IRs) from the simulated data under different cadences
an tell us the potential systematic bias. 

With the development of large sky surveys such as SDSS and
SST, astronomy has become a data-intensive science. Conse-
uently, there have been recent attempts to use ML techniques to
ddress the data challenges set by LSST, especially for classification,
orecasting, and parameter estimations. For example, the Photometric
SST Astronomical Time Series Classification Challenge included
75 500 simulated AGNs (among other transients) to test classifi-
ation algorithms (e.g. Boone 2019 ; Kessler et al. 2019 ; Hlo ̌zek
t al. 2020 ). Rele v ant to the AGN study (Jankov et al. 2022 ) based
n LSST cadence strategies, in this paper, we aim to quantify the
nfluence of different LSST cadence strategies on AGN time-series
ata, in order to see if contemporary ML algorithms can ef fecti vely
eco v er CARMA model parameters. 

We implement an SRNN to model quasar light curves and reco v er
he DRW and DHO model parameters by GPR. RNN are a popular
lass of ML connectionist models for sequential modelling and have
een used previously in astrophysics applications (e.g. Charnock
 Moss 2017 ; Hinners, Tat & Thorp 2018 ; Naul et al. 2018 ;
uthukrishna et al. 2019 ; Becker et al. 2020 ; Escamilla-Rivera,
arvajal Quintero & Capozziello 2020 ; M ̈oller & de Boissi ̀ere 2020 ;
urhanudin et al. 2021 ; Lin & Wu 2021 ). Ho we ver, as noted in
in & Barucca ( 2021 ), one limitation of RNNs is that the hidden

tate transition function is entirely deterministic, which can limit the
NNs ability to model processes with high variability. Thus (and
s far as we can tell, for the first time in astrophysics research), we
mplement the SRNN, in order to recreate quasar light curves. The
RNN differs from the traditional RNNs in that the RNN hidden cells

nvoke a probabilistic (often Gaussian) distribution to generate a level
f stochasticity that impro v es longer term temporal forecasting. As
uch, the SRNN can be somewhat thought of as a combination of an
NN and ideas from a VAE. 
We have two main goals: 

(i) To test how well the SRNN can reco v er and predict observa-
ions when dense or uniformly seasonal light curves are set as inputs.

(ii) To predict AGN behaviour during gaps between seasons in
0-yr LSST-simulated light curves, and see how SRNN could help
eco v er DRW and DHO parameters. 

This paper is organized as follows. In Section 2 , we describe our
bservational data and the methods (including DRW and DHO) we
se to generate sample quasar light curves. Section 3 presents the
etails on the LSST observing strategy and associated cadences. In
ection 4 , we describe the ML algorithms we use to e v aluate the
odel quasar light curves. We report our key results in Section 5

nd discuss these results in the context of quasar studies and LSST
n Section 6 . Section 7 presents our conclusions. In Appendix A ,
e write down the fundamental parameters and equations for the
ARMA models, and in Appendix B , we detail the implementation
f the SRNN. We report all magnitudes on the AB zero-point system
NRAS 512, 5580–5600 (2022) 
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Oke & Gunn 1983 ; Fukugita et al. 1996 ) unless otherwise stated.
ll logarithms are to the base 10. 

 QUA SA R  DATA  A N D  M O D E L  L I G H T  C U RV E S  

n this section, we give the details of our quasar data, including
oth observed quasars from previous sky surveys, used to provide an
nput set of representative statistical parameters, and the model light
urves we generate. For the observed quasar data we will focus on
he well-studied SDSS Stripe 82 field. The key analysis codes of this
ection are available via a github repository. 

.1 Obser v ed quasars 

.1.1 SDSS Stripe 82 

he Stripe 82 field (hereafter S82 ; Annis et al. 2014 ) is a ∼300-deg 2 

egion of the SDSS across 22h 24m < RA < 04h 08m, | Dec | <
.27 deg, and has been observed ∼60 times on average to search for
ransient and variable objects (Abazajian et al. 2009 ). These multi-
poch data have time-scales ranging from 3 h to 8 yr and provide
ell-sampled five-band light curves for an unprecedented number
f quasars. Examples of quasar variability studies based on S82
hotometry include Sesar et al. ( 2007 ), Schmidt et al. ( 2010 ), Ai et al.
 2010 ), MacLeod et al. ( 2010 ), MacLeod ( 2012 ), Meusinger, Hinze
 de Hoon ( 2011 ), Butler & Bloom ( 2011 ), Kozłowski ( 2016b ), and
uberlak et al. ( 2021 ). 
For our study we will concentrate on the ∼9000 spectroscopically

onfirmed quasars from SDSS S82 reported in MacLeod et al.
 2010 ). 7 MacLeod et al. ( 2010 ) model the time variability using the
RW and measure the characteristic time-scale ( τ ) and an asymptotic

ms variability on long time-scales (SF ∞ 

). Also reported for this data
et is the binary value edge (if the observation is close to the field
dge) and a set of probabilities: P like (log likelihood of a DRW
olution), P noise (log likelihood of a noise solution), and P inf (log
ikelihood of τ → ∞ ). 

In order to have a sample of objects that have well-fitted DRW
arameters, we selected those with edge = 0, P like- P noise > 2, and
 like- P inf > 0.05. We also remo v e objects with τ < 0 or τ > 10 5 d to
llow convergence in τ . With these selections, the number of quasars
n the sample is 7384. We plot the SF ∞ 

and τ distribution of these
uasars in Fig. 1 . 

.2 Model quasars 

ur aim is to analyse the influence of surv e y cadence on quasar
odelling in LSST. We note again that although CARMA models are

ot physical models, they are appropriate approximations of quasar
ight-curve properties. As such, we simulate the light curves using a
RW and DHO implementation. We first generate 10-yr light curves

consistent with LSST surv e y length) with dense, daily observations,
hich can later be sampled at different realistic cadences. The steps

o generate light curves are described in the following sections. 

.2.1 DRW-simulated light curves 

or the DRW model, two input parameter choices are required: SF ∞ 

nd τ , in addition to the redshift ( z). To generate our model light
urves, we sample the SF ∞ 

- τ parameter space from the S82 data set
 ht tp://facult y.washingt on.edu/ivezic/ macleod/ qso dr7/index.html 

http://github.com/RichardsGroup/LSST_SF_Metric
http://faculty.washington.edu/ivezic/macleod/qso_dr7/index.html
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Figure 1. The SF ∞ 

and τ distribution of 7384 quasars in g band selected 
from the SDSS S82 field, with spectroscopic redshift given by point colour. 
The dashed line is the regression line, and the four star markers represent 
four DRW parameter pairs, the associated light curves of which are shown in 
Fig. 2 . 
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MacLeod et al. 2010 ) shown in Fig. 1 . We take the values reported
t a given SF ∞ 

- τ coordinate and add a ‘scatter’ in the range −0.05
 ι < 0.05 (as determined by a random number generator) to each

rdinate separately. We generate 30 000 DRW light-curves parameter 
airings in this manner. 
The four black stars in Fig. 1 are four DRW pairs, and we show

heir associated light curves, SFs and PSDs in Figs 2 and 3 . Given a
xed value for SF ∞ 

and a set rest-frame observation length, longer 
haracteristic time-scales ( τ ) will lead to less fluctuation. When τ is
hort compared with the rest-frame observing duration, the variance 
f the light curve will tend towards σ 2 and the estimated parameters 
ill approach the underlying values. 

.2.2 DHO-simulated light curves 

he literature is not so comprehensive for DHO modelling of 
V/optically bright AGN, though there are papers that report the PSD 

lopes of some quasars are not consistent with DRW (e.g. Kasliwal 
t al. 2015 , 2017 ; Moreno et al. 2019 ). Consequently, these illustrate
hat a more complex CARMA process, DHO, might be more suitable 
or describing some quasars with (quasi-)periodicity features, such 
s weak oscillations, though such research is purely based on the 
tatistical analysis of their variability rather than any assumptions of 
eterministic/periodic physical processes. As such, we build a DHO 

et including both ‘o v erdamped’ and ‘underdamped’ cases. 
Five parameters are required as inputs: β0 , β1 , ξ , τ decay , and 

QPO [the time-scale of quasi-periodic oscillations (QPOs)] in the 
underdamped’ case or τ rise (the time-scale to brighten in response 
o an impulse) in the ‘o v erdamped’ case (see Table A2 for details).
o build the light curves, the redshift and SF ∞ 

for each light curve
re randomly sampled from the S82 distribution. τ decay is set to vary 
rom 60 to 200 d. MA coefficients β0 and β1 are set with constant
nd small values to ensure that dependent parameters remain in 
easonable ranges (see Appendix A1 ). Additionally, we set 2 < ξ <

 for the o v erdamped case, 0 < ξ < 1 for the underdamped case. In
his way, we can calculate the corresponding C-AR coefficients α1 

nd α2 using the recipes in Table 2 . 
Fig. 4 shows four DHO light curves, including two underdamped 

nd two o v erdamped, with their IR functions. F or the underdamped
HO, the IR oscillates and gradually returns to a steady state, 
hereas in the o v erdamped case, it gradually mo v es to its steady
tate without oscillation. Analogous to Figs 2 and 3 for the DRW
odel, Fig. 5 depicts the PSD and SF for the underdamped and
 v erdamped DHO. 

.2.3 GPRs and Eztao 

 GP is a generalization of the Gaussian probability distribution 
nd a GPR model provides uncertainty estimations together with 
rediction values. GP 

8 and GPR are discussed e xtensiv ely elsewhere
e.g. Rasmussen & Williams 2006 ). 

CARMA model can be well expressed by a GP model which
onsists of a mean function and a covariance matrix (also called
ernel). F or e xample, the kernel for the simplest CARMA process
DRW) can be written as 

( �t) = σ 2 e −�t/τ . (4) 

We generate the DRW and DHO light curves using the Eztao
ython package (Yu & Richards 2022 ). Eztao is a Python toolkit for
onducting time-series analysis using CARMA processes. Building 
n work by Rybicki & Press ( 1995 ) and in particular Foreman-
ackey et al. ( 2017 ), EzTao uses celerite (a fast GPR library) to

ompute the likelihood of a set of proposed CARMA parameters 
iven the input time series. 
Here, we use EzTao to model and produce GPRs that give

ncertainty estimations together with predictions for DRW and DHO 

ight curves. 

.2.4 Colour–r edshift corr elation and SF ∞ 

he observed colour of a quasar changes with redshift (e.g. Richards
t al. 2001 ). To quantify this, we select 151 362 quasars included
n the SDSS DR16 Quasar catalogue (Lyke et al. 2020 ) that are
lso in the UKIDSS (Lawrence et al. 2007 ) footprint. We convert
rom UKIDSS/WFCAM 

9 Vega Y -band to LSST AB y -band, 10 and
alculate the colours ( u − g ), ( g − r ), ( r − i ), ( i − z), and ( z − y )
rom redshift z = 0.00 − 5.00, in redshift bins of �z = 0.05. We
nitially generate mean magnitudes in the g band, and normalize the
ther bands using these colour relations. 
Examining the SF ∞ 

values for 9258 S82 quasars from MacLeod 
t al. ( 2010 ), 11 we find that SF ∞ 

is larger in bluer bands. As SDSS
oes not provide a y filter, we calculated the SF ∞ 

and τ ratios for
he S82 quasars in six bands (shown in Table 3 ), and fix the ratio of
 band SF ∞ 

( y )/SF ∞ 

( u ) = 0.61, and τ ( y )/ τ ( u ) = 1.26. 

.2.5 LSST photometry and photometric error 

ere, we note the expected photometric performance of LSST, and 
ie this to our synthetic model quasar light curves. Detailed LSST
erformance metrics are given in Ivezi ́c et al. ( 2019 , section 3.2.1),
nd the expected photometric error in magnitudes for a single visit
an be written as 

2 
LSST = σ 2 

sys + σ 2 
rand (5) 

2 
rand = (0 . 04 − γ ) x + γ x 2 ( mag 2 ) , (6) 
MNRAS 512, 5580–5600 (2022) 

art/stac803_f1.eps
http://www.gaussianprocess.org/
http://faculty.washington.edu/ivezic/macleod/qso_dr7/Southern.html


5584 X. Sheng, N. Ross, and M. Nicholl 

M

Figure 2. Four light curves simulated from the DRW parameters in the SDSS S82 . The mean magnitude is 22.0 mag. 

Figure 3. Left-hand panel: The PSD for the four e xample DRW light curv es as giv en in Fig. 2 . The PSD is determined by the driving force [ β0 d W ( t) in DRW 

equation]. For DRW, there is only one AR coefficient β0 , indicating that slope of PSD will be flat with f −2 after the break point. Right-hand panel: The SF 
describes the trend of standard variance of magnitude differences with � t . The vertical dash lines correspond to τ−1 and τ in each graph, respectively. 

Table 2. DHO parameters for underdamped and o v erdamped cases. These 
values restrain the range of the real parameters, but they are not applied 
with fixed increments to a v oid combinations that lead to unrealistic derived 
statistical parameters (calculated using Table A1 ) – such simulated cases are 
remo v ed. 

Parameter Values Values 

Underdamped Overdamped 
τ decay 60 ∼200 60 ∼200 
τQPO 7.8 ∼380 −
τ rise − 5.6 ∼38.8 
ξ 0 ∼1 2 ∼5 
β0 0.0022 0.003 672 
β1 0.000 25 0.0257 
N tot 1000 1000 
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here σ sys and σ rand are the systematic and random photometric
rror, respectively, x ≡ 10 0 . 4( m −m 5 ) and m 5 is the typical 5 σ depth
f point source at zenith for each visit. Given the fact that the
alibration system and procedure are set to maintain σ sys < 0.005
ag, we assume σ sys = 0.004 mag. γ is a band-dependent parameter.
ollowing Table 2 in Ivezi ́c et al. ( 2019 ), we set γ u = 0.038 and
g , r , i , z, y = 0.039. LSST Operations Simulator (OpSim) provides

he m 5 for each visit in a proposed cadence strategy. In this way,
or one original simulated photometric value, a photometric error is
NRAS 512, 5580–5600 (2022) 
andomly selected from a Gaussian distribution, with mean equal to
 and variance equal to σ 2 

LSST . 

.3 Model light-cur v e data products 

ollowing the steps above, we generate a data set containing light
urves generated from the DRW and DHO models. We simulate
00 objects from each of the DRW, DHO-o v erdamped and DHO-
nderdamped models, and for each object, light curves in six bands
re generated, with one observation per day. The mean magnitude,
F ∞ 

, and τ follow the restrictions detailed in Section 2.2 . 
These light curves will be used in Section 4 for the SRNN analysis,

nd are also made available to the community. 12 

 SIMULATED  AG N  WI TH  LSST  C A D E N C E S  

n this section, we present the light curves of the simulated quasars
nd how they will be observed using realistic LSST observing
adences. The surv e y strate gy and cadence choices for LSST are
escribed in detail by Jones et al. ( 2021 ; LSST Project Science
eam Note 051). The LSST surv e y strate gy is designed to fulfil the
ore science goals (which can be found at Science Requirements

art/stac803_f2.eps
art/stac803_f3.eps
https://github.com/XinyueSheng2019/LSST_AGN_SRNN_Paper
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Figure 4. Four light curves simulated by DHO. Upper two are underdamped and lower two are o v erdamped cases, followed with their IR. For underdamped 
IR, the black dash line means τQPO and grey line means τ decay . In overdamped IR, the black line corresponds to τ rise , and grey τ decay . 

Figure 5. PSD and SF for four DHO light curves with underdamped and overdamped cases. The left-hand side (LHS) and the right-hand side (RHS) of each 
subplot represent the PSD and SF for underdamped and o v erdamped DHO, respectiv ely. F or Fig. 5 a, ξ means the damping ratio. The v ertical dash lines represent 
1/ τQPO (LHS) and 1/ τ rise (RHS), respectiv ely. F or Fig. 5 b, ζ means the ratio of τQPO / τ decay (LHS) and τ rise / τ decay (RHS). The black and grey dash lines depict 
τ decay and 5 τ decay , respectively. It is worth noting that when � t is equal to 5 τ decay , the SF has been steadily close to SF ∞ 

. The blue dash line on the right plot 
represents τ blue , where the o v erdamped SF slopes just decrease (Moreno et al. 2019 ). 

Table 3. The ratios are the mean values of (SF ∞ 

or τ in a given band) over 
mean (SF ∞ 

or τ in the u band) for the Stripe 82 quasar data. 

Band u g r i z y 

SF ∞ 

ratio 1 0.88 0.75 0.66 0.63 0.61 
τ ratio 1 1.29 1.51 1.28 1.26 1.26 
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ocument). The baseline design elements for the WFD are: (i) co v er
t least 18 000 deg 2 ; (ii) average 825 visits per field, in all filters,
 v er 10 yr, and (iii) obtain same-night, same-field revisit ‘pairs’. 
Within these bounds, several key characteristics that will define 

he main WFD surv e y remain to be determined, including: How the
urv e y area is defined ( footprint , for short); how often each WFD
eld should be revisited ( cadence ) – both for intra- and inter-night
isits; and what are the optimal filter distributions for the WFD fields
 filter ) and the optimal intra-night filter pairs for WFD revisits
 colours ). 
.1 LSST cadence strategies 

he LSST is a complex survey with numerous science drivers. To
his end, nearly 200 simulations of observing strate gy hav e been
enerated that look into ho w dif ferent observ ations will dri ve the
cience goals and various metrics (see e.g. Lochner et al. 2021 ). 

The surv e y strate gies are summarized online 13 and we use the v1.7
ersion. 14 There are ‘families’ of observing strategies, with members 
f each family having related traits, e.g. the visit time family
re simulations examining the effect of the length of the individual
isits, and the e.g. u long family are simulations bearing on the
ength of the u -band exposure time. 

The LSST OpSim is designed to simulate LSST observing 
trate gies o v er the 10-yr surv e y, and different strate gies hav e been
ested to consider different scientific requirements (LSST Science 
ollaboration et al. 2017 ). Since this work is concerned with the
MNRAS 512, 5580–5600 (2022) 
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Table 4. Brief o v erview of the five Legacy Survey of Space and Time (LSST) cadence strategies used in our study. Details are taken from the Jupyter Notebook 
nbviewer .jupyter .org/github/lsst-pst/sur vey str ategy . 

Area with Unextincted Nvisits Median Median Nvis Briefly 
> 825 visits area total u g r i z y desc 

baseline 17 982.70 15 174.43 2045 493 .0 888 .0 55 .0 79 .0 189.0 190.0 170.0 180.0 Baseline 
u long 18 112.80 15 011.61 1986 422 .0 915 .0 51 .0 76 .0 183.0 184.0 166.0 175.0 u 1x60s 
filterdist 19 886.22 14 974.68 2221 366 .0 1057 .0 166 .0 91 .0 206.0 205.0 188.0 195.0 u heavy 
cadence drive 17 996.97 14 996.50 2046 411 .0 893 .0 46 .0 115 .0 194.0 179.0 160.0 170.0 Add g , limit 200/night, contiguous 
rolling 17 960.88 15 051.89 2048 229 .0 889 .0 54 .0 78 .0 189.0 190.0 170.0 181.0 0.9 strength, 3 band 
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lobal performance of ML neural networks in reco v ering quasar
ight-curve parameters, we decided to focus on fiv e strate gies (out
f the o v er 190 available): a baseline and four different families. We
o note that the LSST collaboration readily provides the cadence
imulations, and we are providing our analysis codes, so studies with
ther observing strategies are easily produced. 
The five survey strategies we focus on are: 

(i) baseline nexp2 v1.7 10yr , which we call baseline for
hort. This is the baseline WFD footprint, with the default observing
eha viour ha ving visits of 2 × 15-s exposures. 
(ii) u long ms 60 v1.7 10yr , which we call u -long for short.

bservations in the u filter are taken as single snaps, and we test
ncreasing u -band exposure times. The cadence we choose has 1 × 60
, with the number of u -band visits left unchanged, resulting in a shift
f visits from other filters to compensate for the increase in u -band
bserving time. With quasars being bright in the UV/optical, we are
een to see if additional u -band exposure improves the recovery of
ight-curve parameters. 

(iii) filterdist indx4 v1.5 10yr , which we designate
lterdist for short. The aim is to e v aluate the impact of changing

he balance of visits between filters, where again we choose a ‘ u -
and heavy’ cadence as our focus is on AGN. 
(iv) cadence drive gl200 gcbv1.7 10yr , which we des-

gnate cadence drive for short. This investigates the impact of
educing the gaps between g -band visits o v er the month, essentially
own-weighting the lunar cycle. This aims to a v oid long gaps in
 -band co v erage with the goal to impro v e transient disco v ery and
ariable characterization for longer time-scale objects which require
luer filter co v erage (such as AGN and Supernovae). Our chosen
adence has 200 fill-in g -band visits each night in a contiguous area.

(v) rolling scale0.9 nslice3 v1.7 10yr , which we
esignate rolling for short. A rolling cadence is where some parts
f the sky receive a higher number of visits during an ‘on’ season,
ollowed by a lower number of visits during an ‘off’ season. During
he first 1.5 yr and the final 1.5 yr of the WFD surv e y, half the sk y is
o v ered uniformly, allowing for better proper motion co v erage. This
eaves 7.0 yr for ‘rolling’ observations, with the benefit that transient
nd variable phenomena are better observed, at the cost of each of
he middle 7 yr will have no uniform survey coverage. Full details of
he rolling cadences are given in Yoachim ( 2021 ). 

We summarize the salient details of these strategies in Table 4 . 

.2 Light cur v e with fiv e cadence strategies 

e selected and tested the LSST cadence simulations on the
ciServer and used the Metrics Analysis Framework (Jones et al.
014 ), to analyse the OpSim-simulated surv e ys. We chose several sky
ositions in WFD fields, and assume that each position corresponds
o a quasar object. Given a set of DRW/DHO parameters, a mean
NRAS 512, 5580–5600 (2022) 
agnitude, a chosen band, and an LSST cadence, we provide a
uasarMetric to return a realistic LSST-cadence light curve with
JDs, magnitude, and magnitude error. This metric can be used for

n y WFD surv e y strate gy, so will be beneficial for future AGN light-
urve analysis. 

Fig. 6 presents a DRW-simulated light curve as observed under five
adence strategies. In the next section, we will discuss the influence
f different strategies on quasar modelling with GPR and ML. 

 STOCHASTIC  R E C U R R E N T  N E U R A L  

E T WO R K S  

n this section we give a very high-level theoretical outline of
RNNs. We describe the SRNN architecture for our investigations,
nd how we implement the SRNN in practice. We note Fabius &
an Amersfoort ( 2015 ), Chung et al. ( 2016 ), Fraccaro et al. ( 2016 ),
chmidt & Hofmann ( 2018 ), and in particular the notation from Yin
 Barucca ( 2021 ) – as given in Table 5 – as important influences in
hat follows. 

.1 SRNN high-level overview 

erived and inspired from Bayer & Osendorfer ( 2015 ), Fraccaro
t al. ( 2016 ) propose the idea of propagating stochasticity in a latent
tate representation with RNNs. They stack an SSM on deterministic
NNs to achieve a stochastic and sequential generative model
nd a structured variational inference network, which produce the
utput sequences and provide the model’s posterior distributions,
espectively. 

This algorithm is particularly suitable for CARMA modelling as
here are stochastic features, and CARMA can be represented as a
ormat of SSMs. As such, here we applied SRNN to ingest AGN
ight curves with different LSST cadences and bands, and output

odelled light curves with denser observations. The implementation
f our SRNN, with the generative model and the inference model
hat we use in our study, is outlined in Fig. 7 . 

.1.1 Generative model 

he role of the generative model is to establish probabilistic rela-
ionships between the target variable y t , the intermediate variables
f interest ( h t , z t ), and the input x t . Within the generative model, a
ey part of how the RNN becomes an SRNN is the SSM. Inside a
classical’ RNN, the evolution of the hidden states h is go v erned
y f , a non-linear transition function: h t+ 1 = f ( h t , x t+ 1 ), where

x is the input v ector. F or an SSM ho we ver, the hidden states are
ssumed to be random variables, z t . In our model, the SSM layer
atent states are Gaussian distributions. The input of the next layer
s randomly sampled from these distributions, thus providing the

http://nbviewer.jupyter.org/github/lsst-pst/survey_strategy
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Figure 6. Identical DRW-simulated light curve (SF ∞ 

= 0.17, τ = 100, and z = 0) at position RA = 0, Dec = -10, under fiv e different cadence strate gies. The 
gre y light curv e is the original one with dense observations. For each cadence strategy, u , g , and r bands’ cadences are selected. For u long strategy with 60-s 
exposure time in u band, the photometric error is much smaller than others. Ho we ver, cadence dri ve bearing reducing g -band gaps, some of its observations 
have large noise. The rolling cadence with scale 0.9 shows apparent trend in seasons after around 1000 d – the number of observations in the prior season grows 
and downs in its next season. Compared with u long, filterdist for u -band heavy has more overall visits in u band. 
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Table 5. Stochastic Recurrent Neural Network (SRNN) nomenclature and 
notation. 

Parameter Description 

g φa Represents one Gated Recurrent Unit (GRU) neuron 
function in general in the ‘ a ’ layer 

h t Hidden state 
x t Input data 
x 1: T = { x 1 , x 2 , ... x T } is a temporal sequence 
y t Target variable 
z t Latent random variable 
θ Parameters set of { θ y , θh , θz } 
p θ Generative distribution 
q φ Inference distribution 
E Expected value operator 
L Marginal log-likelihood function 
F Evidence Lower Bound (ELBO) 
D KL K ullback–Leibler div ergence (KL div ergence) 
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15 We also test to fill in these vacancies with other values. For example, 
making a straight line between neighbouring observations, starting with the 
pre vious observ ation and ending with the latter one, and then filling in the 
vacancies with the corresponding values on the line. However, this harms 
SRNN’s predictions for their true values; adding a masking layer after the 
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tochastic features. The key design of our model is to stack an SSM
ayer on the last GRU h layer (Fig. 7 , left-hand panel). 

Given the fact that CARMA can be written as developing Gaussian
istributions o v er time-steps, the SSM layer is expected to present
imilar functions for generating the output sequences. In this way, the
odel can learn both the long-term dependency within a sequence,

s well as the stochastic features of the input sequence. Combining
he non-linear gated mechanisms of the RNN with the stochastic
ransitions of the SSM creates a sequential generative model that
s more e xpressiv e than the RNN and better capable of modelling
ong-term dynamics than the SSM. Fig. 7 a shows the architecture of
he generative model. 

.1.2 Inference network 

he second part of the SRNN is the inference network. Here, the
rior distributions in the generative model learn from the posterior
istributions by KL divergence (Kullback & Leibler 1951 ). While
raining, the generative model and inference network are both
mplemented, and learn from the backpropagation. 

Fig. 7 b outlines the inference model architecture. For each step,
atent states a t are fed with the combinations of y 1: T and h 1: T , so it
as the information of the future time-steps from target sequences
s well as previous steps’ information from the last h layer in the
enerative model. In order to let posterior distributions contain the
nformation from the future steps, the RNN layer is reversed in the
ime dimension. 

.1.3 Loss function 

nitially, we wish to maximize the marginal log-likelihood function
 , where L ( θ ) = 

∑ 

i L i ( θ ) = log p θ ( y 1: T | x 1: T , z 
i 
0 , d 

i 
0 ). Ho we ver,

he random variable z t in the non-linear SSM cannot be integrated
ut analytically (see e.g. Kingma & Welling 2014 , section 2.1).
herefore, we instead aim to maximize the ELBO (also known
s the variational lower bound) given as F , with respect to the
enerative model parameters θ and an inference model parameter,
. Thus, the objective function of our SRNN is F ( θ, φ), given in
ppendix B1 . In practice, minimizing the loss function is more

ntuitiv e and conv enient for implementation. Therefore, we present
NRAS 512, 5580–5600 (2022) 
ur loss function equation ( 7 ), which can be derived from ELBO. 

 = NLL + D KL i ( Q (z) ‖ P (z) ) 

= 

1 

N lc 

N lc ∑ 

i 

N T ∑ 

t 

( [
( m target t − m rec t ) 

2 − m 

2 
error t 

]

+ log 
σp i 

σq i 

+ 

σ 2 
q i 

+ ( μq i − μp i ) 
2 

2 σ 2 
p i 

− 1 

2 

)
. (7) 

This is formed from the ne gativ e log likelihood and KL divergence
 D KL ; Kullback & Leibler 1951 ) of the prior and posterior distribu-
ions of z . Q and P correspond to the approximate posteriors in the
nference network and priors in the generative model, respectively.
urthermore, the magnitude errors are considered in the loss calcula-

ion. N lc is the number of light curves per loss calculation. N T means
he length of each light curve. m target, t means the t -th observation of
he target light curve, and m rec t means the t -th observation of the
econstructed light curve by SRNN. m error t represents the magnitude
rror in the t -th observation of the LSST-cadence light curve (also
he input light curve), with 0 for vacant observations. 

.2 Parameter configuration 

ur SRNN is built using the open-source software ML library
ensorFlo w ( tf ), with K eras as the backend. We used Google Colab
s the computing platform, and chose the GPU P100 nodes option. 

For the generative model, we set one bidirectional GRU h t layer
ith 32 neurons, followed by two bidirectional GRU layers – for the
z and log σ priors – with 32 neurons for each layer. All layers apply

he default hyperbolic function tan h as the acti v ation function. We
dd a ‘bidirectional’ wrapper to each GRU layer as we found during
esting it increased the accuracy of the light-curve reconstruction. For
he inference network, similarly, there are three bidirectional GRU
ayers with 32 neurons, corresponding to a t , the posterior μz , and
og σ , respectively. The dimension of the inputs includes magnitudes
 (and magnitude errors y err for DRW and DHO o v erdamped cases).
he outputs are the dense light curves, with the observation length

dentical to the input sequences. 
As the goal of applying SRNN is to model the whole light

urves, including those dates where there are no observations, it
s necessary to discuss how to deal with these vacant time-steps. We
annot impute these values using Autore gressiv e inte grated mo ving
verage (ARIMA), (e.g. Saputra et al. 2021 ) and Neural-Networks-
echniques (e.g. Li et al. 2020 ; Shu et al. 2021 ), as the SRNN would
ot then need to learn how to fill the gaps. Our solution is: For
ach dimension, the value is first reduced by its mean values, and
hen zeros are added for those time-steps where the observations
re vacant. In other words, we pre-processed those vacancies with
he mean values. As RNNs do not allow ’NaN’ values included in
nputs, adding zeros can provide these vacancies with initial values.
uring training, SRNN is expected to learn the correlations between

teps and predict the corresponding values for these vacancies. As
uch, adding zeros has less physical meaning, but simply satisfies
he RNN input rules. Ho we ver, when the vacant period is too long,
he predicted values will mo v e close to the mean values. 15 
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Figure 7. (a) The architecture of the generative model (left-hand panel). The inputs layer is connected with a hidden layer (called h ), which can be a GRU 

or LSTM layer. There could be multiple h layers, and in this diagram we only show one. An SSM layer is interlocked with the last h layer, represented by 
prior Gaussian distributions N prior in the diagram. Note that the SSM layer is implemented by two GRU layers in the programs, producing μ( p ) and log σ 2 

( p) , 
respectively. A sampling layer is used for randomly sampling a variable from each Gaussian distribution at each step. The output of the sampling layer is further 
combined with the output of the last h layer, and passed to the output dense layer, to generate output sequences. (b) Inference network. This is for providing 
the posterior Gaussian distributions. The target output sequences are combined with the out put of the last h layer (also in the generative model), and they are 
delivered to a reversed GR U layer , called a . In this way, the output of the a layer at each step contains the information both from its future steps (from the target) 
and its previous step (from h ). Furthermore, an SSM layer is stacked on the a layer, producing the posterior μ( q ) and log σ 2 

( q) for each step, which is compared 
with the priors by calculating the KL divergence. During training, this divergence is considered and works with the ne gativ e log likelihood to minimize the 
whole loss function. 
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We chose the Adam Optimizer (a stochastic gradient descent 
ethod derived from adaptive moment estimation) with a learning 

ate r = 5 × 10 −3 , β1 = 0.900, β2 = 0.999, and ε = 1 × 10 −7 . The
atch size is 128 per training epoch, and the maximal training epoch
umber is 300. tf.keras.callbacks.EarlyStopping is 
lso applied with the patience set to 3 in order to stop training if the
oss function is no longer decreasing. 

.3 Data set and training plan 

he outputs from the SRNN are light curves. To see how the SRNN
erforms in ‘ideal’ circumstances, we input a dense and uniformly 
ampled light curve with 3650 points (a daily observation for 10 yr)
o the SRNN, and target a similarly dense light curve as the output.
he training data involve 7200 light curves, and test data involve 
800 light curves. 
To predict the light curve during seasons in the 10-yr LSST-

imulated light curves, and see how SRNN could help reco v er the
ARMA DRW and DHO parameters, light curves based on the five 
onsidered LSST cadences are also fed as the input of the SRNN,
nd dense light curves will be the targets. The SRNN is expected to
earn the trends between seasons. In this instance, the training data 
nvolve 14 400 light curves, and the test data are 3600 light curves. 

We also want to predict future observations based on observed 
ight curves, and again see how the SRNN could help reco v er DRW
nd DHO parameters for light curves with shorter duration. As such, 
e shortened the length of dense and LSST-cadenced light curves to 
–9 yr, and let SRNN to predict the next 1–4 yr’s light curves. 
For both the LSST light curves as well as the SRNN predicted daily

ight curves, we apply the GPR method (Section 2.2.3 ) to measure
nput layer is also tested, in order to mask all the missing values with zeros 
nd ignore them by deacti v ating their passing neurons while training. This 
esign dramatically slows down the training process, which is about 5 times 
onger on GPU cores, and the predictions are not as good as the architecture 
ithout masking. 

5

F  

t
n  
ARMA parameters. We note, GPR is only one method to estimate
he CARMA parameters of the light curves; it is not as accurate as

arkov chain Monte Carlo (MCMC), but more efficient. 

 RESULTS  

fter generating the model light curves in Section 2 and simulating
bservations through the LSST cadences as discussed in Section 3 ,
e use the SRNN described in Section 4 to reconstruct the full light

urves and calculate CARMA model parameters. In this section, we 
eport the results. 

.1 Light-cur v e modelling 

.1.1 Full and uniform seasonal light-curve modelling 

ig 8 shows results of SRNN modelling for one DRW light curve
SF ∞ 

= 0.1 mag and τ = 307 d) under different samplings. We test
our example samplings: The light curve can be fully sampled, or have
bservation gaps of 30, 60, or 120 d in-between 30 d of observations.
ean Absolute Error (MAE) is presented for qualifying the influence 

f the increasing gap length on the whole light-curve modelling. 
These examples illustrate that the longer the gaps in observations, 

he lower the accuracy of the model and the larger the MAE. From the
lot it can be seen that the SRNN is able to predict the o v erall trend
f each gap, which is similar to its real values. It also can simulate
he stochastic characteristics of the sequence, by randomly sampling 
rom Gaussian priors (the mean and standard shown in lower two
anels) for each step. 

.1.2 LSST light-curve modelling 

or LSST-cadence light curves, it is harder for the SRNN to learn
he correlations between each time-step, as the cadences are often 
ot uniform and have longer intervals. The SRNN is trained for
MNRAS 512, 5580–5600 (2022) 
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Figure 8. Multiple SRNN modelling for one DRW process (SF ∞ 

= 0.1 
mag and τ = 307 d) with different uniformly designed cadences. In this 
experiment, the magnitude errors are set to zero for simplicity. the upper 
five rows correspond to input light curves with different cadences, which is 
labelled on the top right of each panel, respectively. The input light curves 
are shown in red, modelled light curves by SRNN are shown in blue, and the 
grey means the full light curves (10 yr’s observation length; one observation 
per night). The Mean Absolute Error (MAE) between the model light curve 
and the target light curve is calculated for each case and displayed in the 
upper left corner. The last two ro ws sho w the mean and standard deviations 
of the Gaussian prior distributions used by one example neuron (of the many 
that contribute in each time-step) in the SSM layer, from which the random 

variable z t is sampled (Fig. 7 ). The case shown is for the input light curve 
with ‘season 30, gap 120’ cadence. 
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Figure 9. The reconstructions of a quasar with a DRW CARMA process, 
given in the r band with the five LSST cadences. The original DRW parameter 
values are SF ∞ 

= 0.218 mag, τ = 691.656 d, and redshift z = 1.677. The 
input light curves are the observed light curves with time dilation considered, 
which are identical for all five cadences, presented with grey points. Then 
they are sampled with different cadences respectively, shown in black points 
with error bars. The reconstructed light curves (by SRNN) are shown with red 
points. The reco v ered reconstructed parameters (observ ed) are giv en in the top 
right of each panel. MAE represents the Mean Absolute Error, rec SF ∞ 

and 
rec τ correspond to the parameter estimation (by GPR) after reconstruction, 
which are shown on the top right of each panel. 

Figure 10. The reconstructions of a quasar with a DHO CARMA process, 
in the o v erdamped case. Magnitudes are reported in the LSST r band with the 
LSST cadences from top to bottom panel. The input DHO parameter values 
are SF ∞ 

= 0.215, τ rise = 11.208 d, τ decay = 1118.304 d, and redshift z = 

1.233. The reconstructed (observed) DHO parameters are given in the top 
right of each panel. 
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he different models (DRW and DHO underdamped/o v erdamped)
eparately. 16 

Fig. 9 presents the reconstructions of a quasar with a DRW
ARMA process, given in the r band with the five LSST cadences.
he input DRW parameter values are SF ∞ 

= 0.218 mag and τ =
91.656 d, and redshift z = 1.677. The input light curve is the same
or all five cadences. 

Fig. 10 presents the reconstructions of a quasar with a DHO
ARMA process, in the o v erdamped case. The input DHO parameter
alues are SF ∞ 

= 0.215, τ rise = 11.208 d, τ decay = 1118.304 d, and
edshift z = 1.233. 

The modelling of these two cases shows that SRNN is able to
redict the gaps between seasons with stochastic characteristics in
eneral, though it fails to predict accurately the specifics of the
ariability during the gaps. This is unsurprising, as the CARMA
rocess at each step is indeed a (Gaussian) random variable. 
Fig. 11 shows the reconstruction of a quasar with a DHO CARMA

rocess in the underdamped case. The input DHO parameter values
re SF ∞ 

= 0.236, τQPO = 44.193 d, τ decay = 239.414 d, and redshift
 = 1.372. This plot shows that SRNN is better at learning the
NRAS 512, 5580–5600 (2022) 

6 For input light curves with few observations, it is hard for the SRNN to 
gure out which case it belongs to. 

S

 

v  

t

eriodicity characteristic of the DHO-underdamped process. With
e w observ ations, SRNN can predict the v acant observ ations well. 

.1.3 Problem of ‘filling the gap’ 

ere, we particularly discuss how SRNN modelling fills in the gaps
etween distant observations. As can be seen from Figs 8 –11 , SRNN
an reconstruct the input observations when gaps are reasonably short
ompared to the time-scale of variability, but for large gaps, SRNN’s
eneral performance is weak. The following factors all affect the
RNN light-curve reconstruction: 

(i) Number of observations: Unsurprisingly, the number of pro-
ided observations is a major determinant how much information
hat SRNN can digest. 

art/stac803_f8.eps
art/stac803_f9.eps
art/stac803_f10.eps


Quasars in LSST 5591 

Figure 11. The reconstructions of a quasar with a DHO CARMA process, 
in the underdamped case. The input DHO parameter values are SF ∞ 

= 

0.236, τQPO = 44.193 d, τ decay = 239.414 d, and redshift z = 1.372 The 
reconstructed (observed) DHO parameters are given in the top right of each 
panel. 
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(ii) Cadence strategies and different bands: Although different 
adences with the same total number of observations in a given 
and give similar results, in reality different cadences have different 
llocations of observations to individual bands. Those in which a 
igher proportion of observations are allocated to a particular band 
ead to better SRNN modelling results in that band (at the expense of
ther bands). On the other hand, regular samplings (e.g. Fig 8 ) also
an impro v e the predictions of gaps. More inv estigations are shown
n Section 5.2 . 

(iii) Level of perturbations: high SF ∞ 

/short τ : Light curves with 
xtremely high variability or very short time-scales are difficult for 
RNN to model, since the limited number of observations and long 
aps are not sufficient for SRNN to learn these features. 

(iv) Quasi-periodicity: Fig 11 shows that SRNN is better at 
odelling light curves with quasi-periodic features. It can be seen 

hat for these light curves with durations 3500 d and quite different
adences, SRNN is able to predict the observations well, and even 
nly se veral observ ations can help SRNN to greatly reco v er the trends
ith high accuracy. 
(v) Assumption of stationarity: All simulations and fittings in this 

aper are based on the stationary model CARMA, though the real 
GN variability could be non-stationary (Tachibana et al. 2020 ). The 
ain reason for our assumption of stationarity is that at this stage,

ot enough real and good-quality AGN light curves are provided 
or the training set (for both inputs and targets), while CARMA
especially DRW) has been a popular model for AGN variability 
tudy for years. It is the closest and simplest model that could help to
chiev e AGN light-curv e simulations, though it does hav e dra wbacks
nd discrepancies compared with the real ones. From this perspective, 
RNN should not be expected to recover the real short-term events 
appening in gaps, as CARMA light curves are not generated by 
eterministic physical processes. 

To summarize: For the LSST cadences shown in Figs 9 –11 , long
aps exist between observations, and for the reasons abo v e, the
RNN model struggles to impute the behaviour during these gaps, 
specially for the non-periodic DRW and DHO-o v erdamped cases. 
his will turn out to be an important limitation when attempting to

nfer CARMA parameters from these light curves. 
.2 Parameter estimation analysis 

he main moti v ation of our paper is to investigate whether using an
L algorithm on (synthetic) LSST quasar light-curve data would 

e able to detect and/or mitigate any biases in derived CARMA
odel parameters. Specifically, we have modelled the CARMA(1,0) 
RW and CARMA(2,1) DHO processes, the latter in both the 
 v erdamped and underdamped cases. Here, we report the results
f these investigations. 

.2.1 Metric for CARMA parameters 

e design a metric, M err , for e v aluating ho w the CARMA parameters
re reco v ered by SRNN-modelled daily light curves, compared with
SST-cadence light curves. This metric is used for the comparisons 
etween combinations of different cadences and bands, and it can 
lso be used as an ensemble metric for each cadence with all bands
onsidered. 

 err = 

1 

N 

N ∑ 

i 

M ∑ 

j 

∣∣∣θ ( i,j ) 
SRNN − θ

( i,j ) 
LSST 

∣∣∣
θ

( i,j ) 
in 

, (8) 

here N is the number of light curves used in e v aluating the metric.
 is the number of parameters for the rele v ant CARMA model.

SRNN , θLSST , and θ in are the parameters reco v ered (by GPR) on the
RNN reconstructed light curves, the parameters recovered from the 
SST simulated light curves, and the input parameters, respectively. 
e calculated the absolute values of differences between θSRNN 

nd θLSST , and then divide them with θ in in order to measure each
arameter with the same scale. This metric can be extended to any
SST cadences and any bands. 
Fig 12 shows our calculated metrics, for each of the five LSST

adences and six LSST bands, in the DRW, DHO-o v erdamped, and
HO-underdamped cases. We also show ensemble metrics for each 

adence in each CARMA model. Before metric calculations, those 
bjects with estimated τ decay longer than 10 4 d are regarded as outliers 
nd remo v ed. 17 

In this plot, it can be seen that the DHO-underdamped case al w ays
ains the lowest M err , as the SRNN algorithm can better simulate
his kind of light curve, followed by the DRW case. The DHO-
 v erdamped case al w ays has the largest M err . Regardless of which
ARMA model is used, the u -band light curves usually have the

argest M err . For most bands, filterdist generally has the lowest (best)
 err , which shows that the number of observations plays a key role

n parameter estimation. 
To make this more explicit, the lower right panel of Fig 12

hows ensemble metrics for each cadence. Here, three conditions are 
onsidered. The mean metric value from all LSST bands in a given
adence shows that the differences between baseline, u long and 
adence driv e are tin y for the DHO-underdamped and DRW models.
he filterdist cadence al w ays gains the lowest mean M err among all
adences, with rolling having the largest value. Such results indicate 
hat filterdist might be the optimal cadence for SRNN modelling for
his case, and rolling is the worst option due to the long gaps in
o v erage. 

Ho we ver, as the large M err in the u band, which is poorly sampled
or most cadences, drives the mean metric to higher values, we also
resent a mean metric that considers only the five redder bands.
n this case, cadence drive gains the lowest metric. If we consider
MNRAS 512, 5580–5600 (2022) 
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Figure 12. CARMA metric under different LSST cadences. Upper left, upper right, and lower left subplots show the metrics with DRW, DHO-o v erdamped, 
and DHO-underdamped cases, respecti vely. The lo wer right subplot shows the ensemble metric for different CARMA cases and cadences. The solid lines with 
round markers correspond to the mean value with each cadence; the solid lines with ‘x’ marker (the labels with ∗) correspond to the mean value without u band; 
the dashed lines correspond to the minimal value for any band (usually r ) within each cadence. 
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ingle-band modelling, taking only the minimal value (for any band,
ut typically r ), u long, cadence drive, and filterdist all perform well,
ith the best cadence depending on the CARMA model used. 

.2.2 DRW parameters analysis 

inally, we investigate the derived parameters and possible biases in
RNN modelling of AGN, concentrating on the DRW case as it is

he most popular model used to analyse AGN time series. Analysis
or DHO cases will be conducted in future work. 

Fig. 13 shows the trend in reco v ered time-scales compared to the
odel inputs, expressed as log ( ρout ) and log ( ρ in ), where ρx ≡ τ x /(10

r) (the LSST surv e y length). F or small time-scales, the reco v ered
out from the SRNN-modelled light curves are highly overestimated.
his is because a shorter time-scale leads to more perturbations
ithin a gi ven gap. SRNN sho ws worse performance in predicting

he highly variable magnitudes in longer gaps and fewer observations,
esulting in relatively flat predicted light curves and overestimated
ime-scales. For longer time-scales, when log ( ρ) ≥ −1, parameter
eco v ery with the SRNN is somewhat better than using the LSST data
lone, but the time-scales are underestimated in both cases. This is
NRAS 512, 5580–5600 (2022) 
ecause an observing length longer than ∼8–10 times τ is required to
rovide sufficient information for unbiased τ estimation (Kozłowski
017 ; Kozlowski 2021 ; Suberlak et al. 2021 ). Put simply, when τ
s longer, e.g. 5 yr, and the observing length is 10 yr, there are not
nough samples for calculating the magnitude differences at high � t,
esulting in underestimation of τ . 

SRNN-modelled and LSST-cadence metrics almost o v erlap in r ,
 , z, and y bands. For u band, in all cadences, ρout for the SRNN
econstructed light curves is al w ays longer than that for LSST
adence light curves. Examining the ranges of log ( ρout ) for the six
ands, the r , z, and y bands in all cadences allow the best performance:
hey are closer to the diagonal than other combinations. Especially

or z band, some SRNN metrics at small time-scales are very similar
o LSST ones. For a given band, the SRNN performance is similar
cross most cadences, but larger differences are seen in u band – in
his case filterdist performs relatively better than the others. 

Fig 14 shows how well SF ∞ 

can be reco v ered from the SRNN-
odelled and LSST light curves. It shows that SF ∞ 

in all bands and
adences are underestimated. When log (SF in ) increases, log (SF out )
o v es further a way from the diagonal. The main reason is a

ositive correlation between SF ∞ 

and τ (see Fig 1 ): High SF ∞ 

often
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Figure 13. τ estimation for DRW processes. ρin and ρout are defined as τ in (the input time-scale) and τ out (the reco v ered time-scale from the simulated SRNN 

or LSST data) divided by 10 yr (the LSST surv e y observation length). Each row corresponds to a different LSST cadence, and each column corresponds to a 
band. Results from the SRNN-modelled light curves are shown with colours, and results from LSST-cadence light curves are shown in grey. The shaded areas 
indicate the standard deviation around the median, in 50 bins in ρin , following outlier rejection. 
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orresponds to longer time-scales, and such light curves require more 
bservation time (time dilation is also considered) to reach the plateau 
f the SF plot (Fig 3 ). Given the 10-yr LSST survey length, SF ∞ 

of
any objects with long time-scales will be underestimated. 
In general, the SF out distributions from the SRNN and LSST 

ight curv es o v erlap in most cases e xcept for u band. SF out esti-
ations from u -band SRNN light curves, with the baseline, u long,

adence drive, and rolling cadences, are lower than those from LSST
ight curves. This is because light curves with sparse observations 
ake it harder for SRNN to learn their features, resulting in smooth

redictions during observing gaps. When more observations are 
llocated (such as in the filterdist cadence), SF out gets closer to the 
iagonal. 

 DISCUSSION  

.1 SRNN modelling performance 

ur SRNN model shows the ability to reconstruct realistic AGN light 
urves for the three CARMA models of interest. Ho we ver, we have
lso identified biases and limitations in this method. In particular, the 
elative inability to predict observations during long gaps means that 
odelling results are v ery sensitiv e to season length and variability

ime-scales, as illustrated in Figs 12 –14 . 
The SRNN model clearly struggles to reco v er the damping time-

cale, predicting τ ∼ 1–2 yr regardless of τ in (Fig 13 ). The problem 

t short time-scales is due to the problem of gaps in cadence much
onger than τ , with the result that the SRNN representation does not
apture the true variability in these gaps (Section 5.1.3 ). At longer
in , both the SRNN and LSST-cadenced data return underestimates. 
his is because of the 10-yr surv e y duration: F or τ � 1 yr, the data
o not have a long enough baseline to give sufficient samples of τ
Kozłowski 2017 ). 

The model performs better in reco v ering the SF. As shown in
ig 14 , this can be reco v ered as accurately from the SRNN light
urves as from the LSST light curves, in all bands except u , where
he lower number of detections likely inhibits SRNN reconstruction. 
nterestingly, the reco v ered values of SF ∞ 

are systematically slightly
elow the input values for both SRNN and LSST light curves. 

.2 Comparisons with previous work 

he range of ML techniques is vast and here we concentrate on five
ain artificial neural network types: the RNN, the RAE, the VRAE,

he VRNN, and the SRNN. We also include multiband GPR here as
he moti v ation of Hu & Tak ( 2020 ) is consistent with this paper. 

Very high-level descriptions of these five architectures and as- 
ronomical applications are given in Table 6 . We also compare the

oti v ations, input formats, architecture, and results of Tachibana 
t al. ( 2020 ), S ́anchez-S ́aez et al. ( 2021 ), Hu & Tak ( 2020 ), and this
aper, shown in Table 7 . 
Our study represents the first application of an SRNN to as-

ronomical research. The unique design of the SRNN is to stack
 SSM layer on the traditional RNN layer in order to learn and
roduce both the underlying features and corresponding stochastic 
uctuations. SRNN is suitable for modelling light curves with 
MNRAS 512, 5580–5600 (2022) 
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Figure 14. Same as Fig 13 but for SF ∞ 

. SF in and SF out are the real SF ∞ 

and estimated SF ∞ 

from SRNN or LSST light curv es, respectiv ely. The fitting lines 
with colours are for metrics of SRNN-modelled light curves, and the grey ones are for LSST light curves. 

Table 6. A very high-level description of the four architectures most discussed in this paper. 

Machine Learning (ML) 
network Description Recent astrophysics studies 

Recurrent Neural Network 
(RNN) 

RNN uses multiple layers of recurrent cells [RNN, GRU, Long Short-term 

Memory Unit (LSTM), etc.] for processing sequential data. Connections 
between nodes form a directed graph along a temporal sequence. 

D ́ek ́any & Grebel ( 2020 ), Fremling et al. 
( 2021 ), and Burhanudin et al. ( 2021 ) 

Recurrent Auto-Encoder 
(RAE) 

Its encoder learns a representation (encoding) for a set of data, typically for 
dimensional reduction (2D time sequences to 1D latent variables), by 
training the network to extract the inherent features from input sequences, 
and ignore insignificant or noisy data. Then, the representation, or 
so-called 1D latent variables are fed into a decoder, which decodes the 
features and generate output sequences. This architecture is design for 
sequence modelling and forecasting. 

Naul et al. ( 2018 ), Tsang & Schultz ( 2019 ), 
Jamal & Bloom ( 2020 ), Tachibana et al. 
( 2020 ), and Villar et al. ( 2021 ) 

Variational Recurrent 
Auto-Encoder (VRAE) 

Similar to RAE that it consists of an encoder that learns a mapping from 

input sequences to latent representation, and a decoder mapping from the 
latent representation to outputs. Ho we ver, the variational approach maps 
the data to Gaussian distributions of latent variables instead of determined 
variables. Such design provides flexibility for VRAE to generate new and 
varying outputs with similar features. 

S ́anchez-S ́aez et al. ( 2021 ) 

Variational Recurrent 
Neural Network (VRNN) 

VRNN contains a Variational Auto-Encoder (VAE) at each step, and each 
VAE (including the prior of the latent random variables) is dependent on 
the hidden state at the previous step h t − 1 . 

None 

SRNN Extended from VRNN, SRNN model combines both VRNN and State 
Space Model (SSM) advantages. Compared with VRNN generating 
deterministic values, SRNN provides stochastic random variables sampled 
from latent Gaussian distributions, thus more suitable for time-series study 
with high variability. 

This paper 
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xtremely high variability, especially AGN. Given an AGN, when
ense observations and uniform cadences are provided, SRNN can
earn its features better. Ho we ver, SRNN also has some weaknesses.
ts input and output sequence lengths should al w ays be identical,
NRAS 512, 5580–5600 (2022) 
nd its forecasting ability is relatively weak since the behaviour
s inherently random. Nonetheless, given its ability to reconstruct
ealistic AGN light curves, we encourage further investigations
egarding its architecture. 
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Table 7. Comparison between ML applications to AGN in Tachibana et al. ( 2020 ), S ́anchez-S ́aez et al. ( 2021 ), Hu & Tak ( 2020 ), and this paper. 

Attribute Tachibana et al. ( 2020 ) S ́anchez-S ́aez et al. ( 2021 ) Hu & Tak ( 2020 ) This paper 

Moti v ation Focus on how well RAE learns 
the underlying processes and 
achieves modelling and 
forecasting of the general 
trend, rather than the 
stochasticity. 

Aim to recognize 
changing-look AGN by 
modelling its light curves with 
VRAE and obtain their general 
behaviours and features. 

Assuming correlations of SF ∞ 

and τ
among bands, they proposed a 
state-space representation of a 
multi v ariate DRW model for 
modelling AGN light curves in five 
bands and with irregular cadences. 

Model the whole 10-yr light 
curves and predict the 
vacancies and stochastic 
features, thus helping LSST 

cadence strategies e v aluation. 

Data source 
and input 
format 

Approximately 15 000-decade 
long quasar light curves from 

Catalina Real-time Transient 
Surv e y; normalized mags and 
mag errors, � t. 

230 451 various AGNs’ light 
curves from Zwicky Transient 
Facility data release 5 (ZTF 
DR5); normalized mags and 
mag errors, � t . 

Generated simulated light curves via 
two steps: Simulate full light curves 
with measurement errors using the 
DRW model, and shape them to 
realistic sparse light curves. Then 
they fit them to uni v ariate and 
multi v ariate models separately. 

Studied ∼9000 SDSS Stripe 
82 quasars’ DRW parameter 
distributions, which are further 
referenced for simulating 1200 
DRW and DHO quasars in six 
bands; normalized mags and 
mag errors, at each time-step 
with vacancies (filled with 
zeros) at some time-steps. 

Architecture RAE for forecasting the 
temporal flux variation of 
quasar. 

VRAE for modelling AGNs; 
Isolation Forest algorithm as 
an anomaly detector providing 
the anomaly score. 

Uni v ariate and multi v ariate DRW 

models; Maximum likelihood –
Kalman Filtering (Kalman 1960 ) and 
Bayesian posterior are applied to 
estimate parameters. 

SRNNs for modelling AGN 

light curves; Uni v ariate 
Gaussian process regression 
(GPR) is applied for estimating 
CARMA parameters. 

Key results Applied a RNN Auto-Encoder 
(AE) to model and predict 
quasar variability and reported 
that the AE showed better 
performance than DRW 

modelling in forecasting 
short-term variability. 
Additionally, they found 
temporal asymmetry in the 
optical variability, and the 
decrease of the amplitude of 
the variability asymmetry as 
the luminosity and/or black 
hole mass increases. 

Modelled light curves from the 
ZTF DR5 with a VRAE 

architecture obtaining a set of 
attributes from the VRAE 

latent space that describes the 
general behaviour of the data. 
These attributes are used as 
features for an anomaly 
detector. These anomalies are 
dominated by bogus 
candidates, identify 75 
promising changing-state AGN 

candidates. 

Compared the results of uni v ariate 
DRW model and multi v ariate DRW 

model fittings for simulated light 
curves and a SDSS 
spectroscopically-confirmed quasar, 
indicating that multi v ariate model 
can help reveal the possible 
similarities of true time-scales across 
five bands. They also estimated the 
time decay between doubly lensed 
multiband light curves using the 
multi v ariable process. 

Applied SRNN to model 
simulated LSST cadence AGN 

light curves, learn the 
stochasticity and latent 
features, and eventually 
reco v er their daily light curves. 
Provided a metric M err to 
quantify the influence of 
different LSST cadence 
strategies on CARMA 

parameter reco v ery. 
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.3 Implications in LSST 

ur research is expected to help the LSST AGN collaboration 
o consider optimal cadences for studying AGN variability. To 
nvestigate this, we examined the results of our metric e v aluation
equation 8 ) for each LSST band under various classes of proposed
SST cadence (Fig 12 ). For existed cadence strategies, we conclude 

hat filterdist is the best cadence for band-averaged case. As u band
l w ays has the worst score due to the fewest total observations, we
lso only consider a metric with only g , r , i , z, and y bands, and find
hat cadence drive is fa v oured in this case. If we just look at the ‘best’
and case, u long is slightly better than baseline and cadence drive. 
Ho we v er, our e xperiments show that SRNN performs better for

niformly-seasonal light curves (see Fig 8 ) with denser detections, 
hich is reasonable as with more information provided for the 
RNN, it can learn the underlying features more easily. Therefore, 

t might perform better for the DDFs, where the cadences are more
ense and uniform compared to the WFD surv e y. 

.4 Model selection and caveats 

hen LSST data emerges, CARMA models will be fitted to the 
rregular light curves as in Figs 8 –10 . The fitting procedure for
ARMA is MLE (e.g. GPR), or a Bayesian variant (e.g. MCMC)

f prior constraints on parameters are available. It is worth noting 
hat in our research, we chose the GPR method as it is much
ess time-consuming than MCMC. As we have a sufficient amount 
f data for parameter estimations, the biases caused by GPR can
e greatly relieved and the estimation distributions are of our 
nterest. 

In standard practice, the choice between AR models, such as 
RW - CARMA(1,0) and DHO - CARMA(2,1), should be based 
n a penalized likelihood measure such as the Akaike Information 
riterion (AIC; Akaike 1973 ). Best-fitting models are calculated for 
 range of ( p and q ) and, using the AIC to achieve model selections.
he balance between o v ersimplicity v ersus o v ercomple xity of the
odels is determined by the data. 
Mo ving a way from whether DRW or DHO models are preferred

or an observed light curve, goodness-of-fit tests will be needed to
how that the best-fitting model is adequate. The Anderson–Darling 
oodness-of-fit test of the cumulative observed versus model bright- 
ess is a reasonable tool (Stephens 1974 ) as well as more powerful
esidual diagnostics including the, e.g. Ljung–Box test (Ljung & 

ox 1978 ) for autocorrelation and augmented Dickey–Fuller test 
Dickey & Fuller 1979 ) for stationarity. Indeed, time-series analyses 
ill likely mo v e a way from the SF (see Emmanoulopoulos, McHardy
 Uttley 2010 ) and likely focus more on the ACF. Ultimately, model

election should allow astrophysical insight into the accretion process 
e.g. presence or absence of a harmonic oscillator and non-stationary; 
achibana et al. 2020 ). 
MNRAS 512, 5580–5600 (2022) 
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.5 SRNN forecasting 

 orecasting future light-curv e behaviour for a given object is another
oal of applying ML to AGN. We tried to use SRNN for forecasting,
nd tested its ability to predict one or several steps for one run
nd fold the outputs as the input for the next run, and to predict a
ength of future light curves for one run. Ho we ver, the results are not
romising: Our SRNN can only predict light curves for about one
onth, with low accuracy. As time increases, the error gets bigger

nd light curves become increasingly flat. This suggests that the
RNN architecture may not be suitable for forecasting, due to its
on-deterministic (random) nature. More experiments will be done
n the future. 

 C O N C L U S I O N S  

adence strategy plays an important role in light-curve modelling,
specially for AGN with long time-scales and high variability
eatures. This paper introduces an SRNN to model realistic LSST-
adence light curves simulated using CARMA models, and provides
 quantitative metric to evaluate and compare the performance
etween five selected LSST cadence strategies. 

In this study, we: 

(i) Investigated the popular CARMA models, which are often
pplied in AGN light-curve simulations. In addition to the usual
RW model, we also explored DHO models (underdamped and
 v erdamped cases), which may be more applicable to some AGN. 
(ii) Designed a QuasarMetric for simulating LSST-cadence light

urves (MJD, mag, and σ mag ) gi ven v arying input CARMA param-
ters. 

(iii) Applied modified SRNNs to AGN light-curve modelling, to
chieve stochastic modelling and prediction 

(iv) Provided a metric, M err , for estimating how well SRNN can
elp reco v er the input parameters with GPR, compared with pure
SST-cadence light curves. 
(v) Concluded that filterdist, cadence drive, and u long strategies

re the optimal when six bands, five bands, and the best band are
onsidered, respectively. 

Ho we ver, as sho wn in e.g. Figs 8 and 13 , the long gaps inherent
n all suggested WFD cadences make it extremely difficult for
ARMA models, and the SRNN implementation, to reco v er accurate
ariability time-scales. Moreo v er, in real LSST data most AGN will
e fainter than the SDSS sample used to construct our models, and
ence photometric noise will introduce further uncertainties. This
eads us to conclude that LSST WFD data may not be particularly
ell suited to AGN variability studies, at least with current methods.
rogress may be made by further developing the ML methods, for
xample by combining our SRNN architecture with the multiband
pproach of Hu & Tak ( 2020 ), or by focussing on the higher cadenced
ata from the LSST DDFs for a smaller sample of AGN. The
esearch we have presented here provides a method to quantify the
erformance of any potential cadence strategy, and we expect this
ill pro v e useful to the AGN community in preparing for LSST. 
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ov a ̌ce vi ́c A. B., Popovi ́c L. Č., Ili ́c D., 2020, Open Astronomy , 29, 51 
ov ace vic A., Ilic D., Jankov I., Popovic L. C., Yoon I., Radovic V., Caplar

N., Cvorovic-Hajdinjak I., 2021, preprint ( arXiv:2105.12420 ) 
ozłowski S. et al., 2010, ApJ , 708, 927 
ozłowski S., 2016a, MNRAS , 459, 2787 
ozłowski S., 2016b, ApJ , 826, 118 
ozłowski S., 2017, A&A , 597, A128 
ozlowski S., 2021, Acta Astron. , 71, 103 
ubota A., Done C., 2018, MNRAS , 480, 1247 
ullback S., Leibler R. A., 1951, Ann. Math. Stat., 22, 79 
awrence A. et al., 2007, MNRAS , 379, 1599 
i D., Li L., Li X., Ke Z., Hu Q., 2020, Neurocomputing , 411, 351 
in Y.-C., Wu J.-H. P., 2021, Phys. Rev. D , 103, 063034 
jung G. M., Box G. E. P., 1978, Biometrika, 65, 297 
ochner M. et al., 2021, American Astronomical Society , 259 
SST Science Collaboration et al., 2009, preprint ( arXiv:0912.0201 ) 
SST Science Collaboration et al., 2017, Zenodo 
yke B. W. et al., 2020, ApJS , 250, 8 
acLeod C. L. et al., 2010, ApJ , 721, 1014 
acLeod C. L., 2012, PhD thesis, Univ. Washington 
atthews T. A., Sandage A. R., 1963, ApJ , 138, 30 
eusinger H., Hinze A., de Hoon A., 2011, A&A , 525, A37 
 ̈oller A., de Boissi ̀ere T., 2020, MNRAS , 491, 4277 
oreno J., Vogeley M. S., Richards G. T., Yu W., 2019, PASP , 131, 063001 
uthukrishna D., Narayan G., Mandel K. S., Biswas R., Hlo ̌zek R., 2019,

PASP , 131, 118002 
aul B., Bloom J. S., P ́erez F., van der Walt S., 2018, Nature Astron. , 2, 151
ke J. B., 1963, Nature , 197, 1040 
ke J. B., Gunn J. E., 1983, ApJ , 266, 713 
eterson B. M., Horne K., 2004, Astron. Nachr. , 325, 248 
ress W. H., 1978, Comments Astrophys., 7, 103 
asmussen C. E., Williams C. K. I., 2006, Gaussian Processes for Machine

Learning (Adaptive Computation and Machine Learning). MIT Press, 
Cambridge, MA 

ichards G. T. et al., 2001, AJ , 121, 2308 
ybicki G. B., Press W. H., 1995, Phys. Rev. Lett. , 74, 1060 
 ́anchez-S ́aez P. et al., 2021, AJ, 162, 206 
aputra M. D., Hadi A. F., Riski A., Anggraeni D., 2021, J. Phys.: Conf. Ser. ,

1863, 012035 
chmidt F., Hofmann T., 2018, preprint ( arXiv:2107.07225 ) 
chmidt K. B., Marshall P. J., Rix H.-W., Jester S., Hennawi J. F., Dobler G.,

2010, ApJ , 714, 1194 
chmidt M., 1963, Nature , 197, 1040 
esar B. et al., 2007, AJ , 134, 2236 
hakura N. I., Sunyaev R. A., 1973, A&A, 500, 33 
hu W., Li J., Lan Z., Xu G., Nie J., Liu S., 2021, 2021 40th Chinese Control

Conference (CCC). IEEE, Manhattan, New York, U.S., p. 8169 
tephens M. A., 1974, J. Am. Stat. Assoc., 69, 730 
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PPENDI X  A :  T H E  C A R M A ( 1 , 0 )  A N D  

A R M A ( 2 , 1 )  M O D E L S  

1 CARMA in a nutshell 

elly et al. ( 2014 ) and Moreno et al. ( 2019 ) show the detailed
ntroduction of CARMA in different dimensions. Here, we would 
ike to extract the key information from them, which are beneficial
or our research. 

CARMA( X , Y ) is derived from discrete ARMA model, which is
pplied to... equation ( A1 ) is the CARMA equation (from equation 1
n Kelly et al. 2014 ): 

d p y( t) 

d t p 
+ αp−1 

d p−1 y( t) 

d t p−1 
+ ... + α0 y( t) 

= βq 

d q ε( t) 

d t q 
+ βq−1 

d q−1 ε( t) 

d t q−1 
+ ... + ε( t) . (A1) 

The left-hand side of the equation with C-AR coefficients α
escribes the AR part of the system; the right-hand side describes the
riving perturbation C-MA. In our work, we only focus on DRW -
ARMA(1,0) and DHO - CARMA(2,1). Table A1 shows all relevant 
quations about DRW and DHO, followed by notation explanation 
n Table A2 . 
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Table A1. Summary of the key DRW and DHO equations (Kelly et al. 2009 , 2014 ; Kasliwal et al. 2017 ; Moreno et al. 2019 ). For the RHS of each 
differential equation, ε( t ) corresponds to a white noise process with the mean equal to zero and variance ( σ 2 

Noise ) equal to one (Kelly et al. 2009 ). For 
DRW, there is only one root, r 1 , which is equal to −α1 . For DHO, the r 1 and r 2 mean the two roots of characteristic equations for the LHS of each 
differential equation. These could be real or complex, corresponding to o v erdamped and underdamped cases, respectively. Further symbols are defined 
in Table A2 . It is worth noting that the top four sections define the statistical models while the bottom three sections are non-parametric transforms of 
the CARMA model. 

CARMA DRW-CARMA(1,0) DHO-CARMA(2,1) 

Differential equation d 1 x + α1 x ( t ) = β0 d W ( t ) d 2 x + α1 d 1 x + α2 x = β0 (d W ) + β1 d 1 (d W ) 
d X( t) = − 1 

τ
X( t )d t + σ

√ 

d t ε( t ) + bd t 
where τ , σ , and t > 0 

SSM x( t + δt) = e α1 δt x( t) + β0 
∫ δt 

0 e α1 ( δt−s) d W s x( t + δt) = e α1 δt x( t) + e α2 δt x( t) + 

∫ δt 
0 e A ( δt−s) Bd W s , 

A = 

[−α1 1 
−α2 0 

]
, B = [ β1 , β0 ] T 

Input parameters τdecay = − 1 
r 1 

= 

1 
α1 

τblue = 

∣∣∣ β1 
β0 

∣∣∣
σ = β2 

0 σ 2 
lc = ACV F (0) = σ 2 

Noise 
β2 

0 + β2 
1 α2 

2 α1 α2 

Overdamping: 

τrise = 

1 
r 2 −r 1 

ln 

∣∣∣ r 1 
r 2 

∣∣∣ ≈
∣∣∣ 1 

min ( r 1 ,r 2 ) 

∣∣∣
τdecay = 

∣∣∣ 1 
max( r 1 ,r 2 ) 

∣∣∣
Underdamped: 
ω n = 

√ 

α2 

ω d = ω n 

√ 

1 − ξ2 = 

√ 

α2 − α2 
1 

4 
ξ = 

α1 
2 
√ 

α2 

τQPO = 

∣∣∣ 2 π
ω n 

∣∣∣
T dQPO = 

∣∣∣ 2 π
ω d 

∣∣∣
τdecay = 

∣∣∣ 1 
R ( r 1 ) 

∣∣∣ = 

∣∣∣ 1 
R ( r 2 ) 

∣∣∣ = 

∣∣∣ 2 
α1 

∣∣∣
IR d 1 G + α1 G = δ( t ) G + α1 d 1 G + α2 G = δ( t ) 

G ( t) = Ce −α1 t G ( t) = C 1 e r 1 t + C 2 e r 2 t ⎡ 

⎢ ⎢ ⎣ 

r 1 r 2 

1 1 

⎤ 

⎥ ⎥ ⎦ 

⎡ 

⎢ ⎢ ⎣ 

C 1 

C 2 

⎤ 

⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎣ 

1 

0 

⎤ 

⎥ ⎥ ⎦ 

ACF ACF( �t) = e −
| �t | 
τ ACVF( �t) = C 0 

(
C 1 e r 1 �t + C 2 e r 2 �t 

)
ACF( �t) = 

ACVF ( �t) 
ACVF (0) 

C 0 = 

σ 2 
Noise 

2( r 2 −r 1 ) 

C 1 = − β2 
0 −β2 

1 r 
2 
1 

R ( r 1 )( r 1 + r ∗2 ) 
C 2 = 

β2 
0 −β2 

1 r 
2 
2 

R ( r 2 ) 
(
r 2 + r ∗1 

)
SF SF( � t ) = SF ∞ 

(1 − e −| � t | / τ ) 1/2 , SF ∞ 

= 

√ 

2 σ SF( �t) = 

√ 

2( ACVF (0) − ACVF ( �t)) 

PSD p( f ) = 

β2 
0 

α1 + (2 πf ) 2 
p( f ) = 

1 
2 π

β2 
0 + 4 π2 β2 

1 f 
2 

16 π4 f 4 + 4 π2 
(
α2 

1 −2 α2 

)
f 2 + α2 

2 
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Table A2. Key parameters in the DRW and DHO models. 

DRW 

τ The characteristic/decay time-scale. Represents the time for the time series to become uncorrelated. 
SF ∞ 

The long-term variability, SF ∞ 

= 

√ 

2 σ . 
σ The long-term standard deviation of variability, independent of τ and observation length, however, when the observation length is much 

longer than τ , the variance of time series will be very close to σ . 
ˆ σ ˆ σ = SF ∞ 

/ 
√ 

τ = 

√ 

2 σ/ 
√ 

τ

For � t � τ the dispersion between two points is ˆ σ | �t | 1 / 2 ; 
for � t � τ , the dispersion asymptotes to σ (Kozłowski et al. 2010 ). 

d W & ε( t ) Pro v ed by Ito’s theorem (Thomas 1986 ), Wiener increments d W and random variable ε( t ) are equivalent. 

DHO 

α1 First coefficient of C-AR. 
α2 Second coefficient of C-AR, equal to ω 

2 . 
β0 First coefficient of MA equation. 
β1 Second coefficient of MA equation. 
τ decay Decay time-scale for DHO. 
τ rise Rise time-scale for o v erdamped DHO. It is a feature in Green’s function showing the time corresponding to the peak value. When τ rise = 0, it 

becomes DRW. 

τ blue The ratio of 
∣∣∣ β1 

β0 

∣∣∣. As τ blue increases, the time series becomes more erratic. 

ω n Natural QPO frequency. 
ω d Decay QPO frequency. 
τQPO Period of natural QPO frequency. 
T dQPO Period of decay QPO frequency. 
ξ Damping ratio of the oscillator, equal to α1 

2 
√ 

α2 
. 

ξ > 1, it is an o v erdamped DHO; 
ξ = 1, it is a critical damped DHO; 
ξ < 1 it is an underdamped DHO. 
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PPEN D IX  B:  STOCHASTIC  R E C U R R E N T  

E U R A L  N E T WO R K  

1 The ELBO 

aximizing F is the equi v alent of maximizing the (log) likelihood,
 ( x | z), and minimizing the distance to the prior, D KL ( q ( z) � p ( z| x )). 
KL divergence is al w ays equal to, or greater than 0. Hence the

LBO is al w ays belo w the (log) e vidence of our data and in that
ense it is the lower bound: F ( θ, φ) = 

∑ 

i F i ( θ, φ) ≤ L ( θ ). 
The KL divergence is for measuring the differences between two 

robability distributions. In this research, it is applied to measure 
he differences between prior and posterior z distributions. For one 
air of input and output sequences, the calculation is shown in 
quation ( B1 ). 

 KL ( q( z) ‖ p( z| x)) = 

∫ 

z 

q ( z) log 
q ( z) 

p( z| x d z 

= E z∼q [ log q( z)] − E z∼q [ log p( z| x)] . (B1) 

2 SRNN implementation 

here is no simple command to invoke the SRNN in TensorFlow. 
nstead, as described in Section 4.1 , the SRNN is built with a
enerative model and an inference model. This is implemented for 
ur study as follows: 

######### Generative Model ############ 
# two h layers 
 inputs = Input(shape = (timestep, features), 
name = ’X input’ ) 
1 out = Bidirectional(GRU(num neutron, name = 

’h 0’ , return sequences = True))(X inputs) 
1 out = Bidirectional(GRU(num neutron, name = 
’h 0’ , return sequences = True))(d1 out) 

# Bidirectional wrapper for RNN; 
# generate prior z from h1 
rior z mean = Bidirectional(GRU(z neutron, name 
= ’prior mean’ , return sequences = True)) 
(h1 out) 
rior z log var = Bidirectional(GRU(z neutron, 
name = ’prior log var’ , 
return sequences = True))(h1 out) 
rior sampled z = Sampling(name = 

’sampling prior’ )([prior z mean, 
prior z log var]) 
erged prior = concatenate([h1 out, 
prior sampled z]) 

# prior outputs will be the real outputs for 
validation set 
rior outputs = TimeDistributed(Dense(1), 
name = ’time dist’ )(merged prior) 

enerative model = Model(X inputs, 
[prior outputs, prior z mean, prior z log var, 
h1 out], name = ’generative model’ ) 

########## Inference Model ############ 
# reverse layer a for inference 
1 out = Input(shape = (pred timestep, 
num neutron 2), name = ’g1 out’ ) 

 inputs = Input(shape = (pred timestep, 
pred features), name = ’Y input’ ) 
erged input = concatenate([g1 out, Y inputs]) 
MNRAS 512, 5580–5600 (2022) 
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 Reversed Layer, a 
 out = Bidirectional(GRU(num neutron, 
name = ’a 0’, return sequences = True, 
go backwards = True))(merged input) 

osterior z mean = Bidirectional 
(GRU(z neutron, name = ’posterior z mean’ , 

return sequences = True, go backwards = True)) 
(a out) 
osterior z log var = Bidirectional 
(GRU(z neutron, name = ’posterior z log var’ , 
NRAS 512, 5580–5600 (2022) 
return sequences = True, go backwards = True)) 
(a out) 
nference model = Model([g1 out, Y inputs], 
[posterior z mean, posterior z log var], 
name = ’inference model’ ) 

# Fulfiling the SRNN 
rnn = SRNN(generative model, inference model) 
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