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Abstract
Artificial Neural Networks (ANNs) are well-established knowledge acquisition systems with proven capacity for learning 
and generalisation. Therefore, ANNs are widely applied to solve engineering problems and are often used in laser-based 
manufacturing applications. There are different pattern recognition and control problems where ANNs can be effectively 
applied, and one of them is laser structuring/texturing for surface functionalisation, e.g. in generating Laser-Induced Periodic 
Surface Structures (LIPSS). They are a particular type of sub-micron structures that are very sensitive to changes in laser 
processing conditions due to processing disturbances like varying Focal Offset Distance (FOD) and/or Beam Incident Angle 
(BIA) during the laser processing of 3D surfaces. As a result, the functional response of LIPSS-treated surfaces might be 
affected, too, and typically needs to be analysed with time-consuming experimental tests. Also, there is a lack of sufficient 
process monitoring and quality control tools available for LIPSS-treated surfaces that could identify processing patterns 
and interdependences. These tools are needed to determine whether the LIPSS generation process is in control and conse-
quently whether the surface’s functional performance is still retained. In this research, an ANN-based approach is proposed 
for predicting the functional response of ultrafast laser structured/textured surfaces. It was demonstrated that the processing 
disturbances affecting the LIPSS treatments can be classified, and then, the surface response, namely wettability, of processed 
surfaces can be predicted with a very high accuracy using the developed ANN tools for pre- and post-processing of LIPSS 
topography data, i.e. their areal surface roughness parameters. A Generative Adversarial Network (GAN) was applied as a 
pre-processing tool to significantly reduce the number of required experimental data. The number of areal surface rough-
ness parameters needed to fully characterise the functional response of a surface was minimised using a combination of 
feature selection methods. Based on statistical analysis and evolutionary optimisation, these methods narrowed down the 
initial set of 21 elements to a group of 10 and 6 elements, according to redundancy and relevance criteria, respectively. The 
validation of ANN tools, using the salient surface parameters, yielded accuracy close to 85% when applied for identification 
of processing disturbances, while the wettability was predicted within an r.m.s. error of 11 degrees, equivalent to the static 
water contact angle (CA) measurement uncertainty.

Keywords  Artificial neural network · General adversarial network · Feature selection · Laser-induced periodic surface 
structures · Laser surface texturing

1  Introduction

Artificial Neural Networks (ANNs) are popular and well-
established learning systems that employ the principles of 
biological nervous systems. They are typically composed 
of several layers of simple nonlinear processing units called 
neurons. The first layer buffers the input data, after which 
the signal is processed by a variable number of intercon-
nected hidden layers. Lastly, an output layer provides the 
ANN’s response [1]. Given ANNs’ ability to approximate 
any given function, they are a proven tool with applications 
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onto a wide range of industrial problems such as functional 
prediction or system modelling. Thanks to their learning 
and generalisation capabilities, ANNs are particularly use-
ful in cases where physical processes are unknown or too 
complex to be described analytically [2]. ANN develop-
ment and applications are not limited to specific areas: they 
can be successfully employed not only in engineering and 
manufacturing but also in finance, medicine and many other 
fields [3].

In recent years, ANN developments applicable to laser-
based manufacturing processes gained considerable research 
interest as a novel alternative to physics-based analytical 
and numerical methods. Most commonly, machine learn-
ing algorithms were employed to predict the dimensions of 
laser-ablated profiles [4–6], along with forecasting surface 
quality and material removal rates based on the input of the 
key laser processing parameters [7, 8]. ANNs were also used 
to identify the optimum laser pulse energy needed to obtain 
the desired craters’ depth and diameter for different mate-
rials [9]. Furthermore, ANNs were effectively applied to 
monitor and control laser processes, and to identify defects 
by non-destructive detection methods. This was achieved 
by building a system that identifies defects based on the 
extracted significant measurement data by employing only 
image processing [10]. Other methods focused on the analy-
sis of acoustic emissions from the laser-induced plasma [11] 
or through in situ speckle pattern observations [12]. In all 
of the various tasks, where the input/output dataset pairs 
differed significantly, trained neural networks were able to 
achieve very high prediction accuracy.

The key to obtain good results when applying ANN tools 
into manufacturing processes is to select an appropriate 
ANN topology, learning method and suitable data prepara-
tion techniques [2]. In addition, a high amount of experimen-
tal data is required to train ANNs for optimal performance. 
Ideally, they should obtain all the relevant information to 
successfully carry out the desired task. However, building 
a system from sufficiently big data sets is time-consuming, 
problematic and in most cases not viable. A common solu-
tion to this issue is to augment the available training data, 
and such approach was already successfully applied in sim-
ulating complex systems based only on small experimen-
tal datasets [13, 14]. One of the novel augmentation tech-
niques is Generative Adversarial Networks (GANs). They 
are composed of two convolutional neural networks and 
were originally designed to generate artificial images that 
are indistinguishable from the real ones [15]. GANs were 
already utilised as a predictive visualisation method in laser 
machining. Laser-ablated topographies were recreated based 
on spatial laser intensity profiles [16] or by transforming the 
key laser parameters into predicted 3D surface profiles [17].

Another area where ANNs can be effectively applied 
is laser structuring/texturing for surface functionalisation. 

A particular type of sub-micron structures, generated by 
ultrafast lasers, are Laser-Induced Periodic Surface Struc-
tures (LIPSS). Low Spatial Frequency LIPSS are especially 
attractive to researchers due to their vast applicability and 
the wide range of achievable surface functionalities, e.g. 
modifying wettability, enhancing cell proliferation or struc-
tural colouring, to name a few [18]. The functional response 
of LIPSS surfaces is mostly dictated by their topological 
characteristics, i.e. periodicity, amplitudes and regularity 
of ripples. LIPSS are all sensitive to changes in laser pro-
cessing conditions, in particular in cases where processing 
disturbances affect the laser structuring process, e.g. when 
LIPSS are generated on 3D and freeform surfaces. The most 
common disturbances are variations in the Beam Incident 
Angle (BIA) and Focal Offset Distance (FOD). The rela-
tionship between disturbances and their influence on LIPSS 
topographies has been studied, and it was shown that BIA 
affects their periodicity while FOD mostly influences rip-
ples amplitudes [19, 20]. Thus, any variations in processing 
conditions due to structuring disturbances during the LIPSS 
generation affect the surface functionality, too. Typically, the 
surface responses are analysed experimentally to confirm 
whether the functional performance is still within acceptable 
limits [21, 22]. However, obtaining functional performance 
data from the laser treated surfaces is often time-consuming, 
limited to specific processing settings, and requires special 
instruments and measurement setups. Another issue related 
to LIPSS generation in the presence of processing distur-
bances is the lack of adequate process monitoring and qual-
ity control tools to maintain the process in control. ANNs 
can offer promising solutions for condition monitoring dur-
ing the laser structuring process and consequently indirectly 
to judge whether the surface’s functional performance is still 
within some predefined limits.

In this research, ANN tools were developed for pre- and 
post-processing of LIPSS topography data, i.e. their areal 
surface roughness parameters, for two main tasks. The first 
is the identification of whether any processing disturbances 
were present during the laser structuring process. The second 
is the mapping of the LIPSS topographies to their functional 
responses, here wettability. For both tasks, a small represent-
ative experimental dataset augmented with GAN-generated 
LIPSS topographies was used to develop and train ANN 
classifiers, while the validation was performed on a larger 
unseen dataset. The pre-processing step involved the appli-
cation of feature selection methods to minimise the number 
of data attributes based on their relevance and redundancy. 
The next section outlines the experimental methods used to 
create representative data sets of LIPSS topographies. These 
data sets are required to develop and validate the proposed 
ANN tools. Then, the pre-processing methods (GAN and 
feature selection) and the ANN structure optimisation tools 
are described, together with the ANN tools developed for 
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the two tasks. Subsequently, the experimental results of the 
implementation of the proposed methods are presented and 
discussed. Finally, conclusions are made about the effective-
ness of the investigated feature extraction methods and ANN 
tools, and their applicability to the two classification and 
prediction tasks associated with the use of LIPSS treatments.

2 � Experimental methods

Laser structuring was performed using an ultrafast Ytterbium- 
doped laser source (Satsuma from Amplitude Systems) with 
a near-infrared wavelength ( � ) of 1032 nm, pulse duration of 
310 fs, maximum average power and pulse energy of 5 W and 
10 µJ, respectively. A linearly polarised Gaussian laser beam 
was focused with a 100 mm telecentric lens on workpieces 
to deliver a beam spot size of 40 µm. The laser processing 
of surfaces was realised by employing a 3D scan head. A 
motorised rotational stage was employed, and a dynamic 
focusing module with a working range of ± 3 mm from the 
focal plane was used to control the laser focusing for the 
samples produced with varied BIA. The LIPSS treatments 

were performed on 1.5 mm thick, mirror polished, 304 stain-
less steel plates.

Optimised laser settings and strategy for generating regu-
lar and uniform LIPSS obtained from initial trials were used, 
in particular: peak fluence of 0.28 J/cm2, pulse repetition 
rate of 10 kHz, 40 mm/s scanning speed and 6 µm hatch-
ing distance between the pulse trains that yielded the pulse 
distance of 4 µm and 6 µm in x and y direction, respec-
tively. The relatively low scanning speed was chosen due 
to the limitations of the dynamic focusing module. The 
schematic representation of the described laser processing 
strategy is presented in Fig. 1a. The laser processing set-
tings were set constant, while structuring disturbances were 
present and controlled as shown in Fig. 1b. Square fields of 
8 mm x 8 mm were produced with varying disturbances, 
i.e. from 0 to + 900 µm with an increment of 100 µm for 
FOD, and separately from 0 to 35 deg with an increment of 
2.5 deg for BIA. Each field with different set of disturbances 
was produced three times. Additionally, 15 supplementary 
LIPSS topographies were produced with the same scanning 
strategy, without disturbances but with varied peak fluence 
in the range from near-threshold 0.16 J/cm2 to 0.54 J/cm2.

Fig. 1   Schematic representation 
of processing strategy for LIPSS 
generation with a) optimised 
processing settings and b) when 
processing disturbances, i.e. 
FOD and BIA, are present dur-
ing the laser structuring
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The topographies of the LIPSS-treated surfaces were ana-
lysed by using an Atomic Force Microscopy (AFM) from Dig-
ital Instruments D3100 with NanoScope controller. In total, 87 
scans of 20 µm × 20 µm (256 px × 256 px) fields were analysed, 
and all necessary topography data were acquired. Then, each 
surface sample was used to extract 16 reference images (100 
px × 100 px) by using an overlapping sliding window every 
50 px. Pre-processed images were fed into the Alicona Meas-
ureSuite software to calculate 21 standardised areal surface 
roughness parameters according to ISO 25178. The roughness 
parameters are the most commonly used to characterise sur-
faces, i.e. sets of height, spatial, hybrid and functional param-
eters, and they are listed in Table 1.

The wettability of laser structured surfaces was analysed 
with the contact angle (CA) goniometer (OCA 15EC, Data 
Physics GmbH). The static CA on each laser-processed surface 
was measured 4 times employing the sessile drop arrangement 
for optical measurement of CA by using a drop shape analy-
sis. Droplets of de-ionised water were deposited with 1 µl/s 
speed to form a droplet of 4 µl, and then, they were carefully 
placed on the laser-processed field. Prior to CA measurement, 
each test sample was carefully cleaned in an ultrasonic bath, 
first in acetone and then in 99.8% ethanol solution for 3 min. 
Next, the analysed surfaces were rinsed with deionised water 
and dried with compressed air after each bath. The reason for 
such rigorous sample preparation procedure was the neces-
sity to minimise the effects of varying surface chemistry, and 

the presence of organic residuals after laser irradiation, which 
affect the resulting wettability of LIPSS-treated surfaces [23]. 
All CA tests were repeated more than 6 months after the laser 
processing while the samples were stored in ambient condi-
tions. The CA of as-received steel substrates was 73.3 ± 10 
degrees.

The produced samples were split into a small experimen-
tal subset, i.e. Set A, and a much larger validation set—Set 
B. Set A consisted of 18 surface samples, where 5 were pro-
duced with varying FOD and another 7 with varying BIA. 
The remaining 6 samples were chosen from the supplemen-
tary set produced with optimised laser settings but varying 
laser fluence. From each sample, 16 topography images 
were extracted, for a total of 288 created topographies. Set B 
comprised the remaining 69 surfaces from the conducted 87 
AFM scans. Again, from each scan of the validation set, 16 
topography images were created, for a total of 1104 LIPSS 
topographies.

3 � Artificial neural network tools

3.1 � General Adversarial Networks for data 
augmentation

In this research, GAN, as a novel data augmentation tech-
nique, was used to generate additional realistic artificial 

Table 1   List of areal surface roughness parameters calculated based on LIPSS surface topography data according to ISO 25178 standard and 
considered as input data for ANN training

Types of Parameters Height Spatial Hybrid Functional

Symbol Sq, Ssk, Sku, Sp, Sv, Sz, S10z, Sa Sal, Str Sdq, Sdr Smr1, Smr2, Sk, Spk, Svk, Vvv, Vvc, Vmp, Vmc

Fig. 2   Schematic representation of GAN used to generate artificial 
height maps/depth images based on experimental LIPSS topography 
data. The loss signal of the Generator is the opposite of the loss sig-

nal of the Discriminator, which allowed the height maps, created by 
the Generator, to become progressively more realistic and similar to 
the real/reference surfaces
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LIPSS topographies based on Set A. The extracted LIPSS 
topographies were treated as height maps/depth images. The 
respective AFM data were converted into 16-bit greyscale 
height maps that contain the coordinates of each point on 
the surface in a three dimensional Cartesian system, i.e. the 
known Z resolution (nm per greyscale value) and pixel size 
value for X and Y [24].

One GAN was trained separately for each laser struc-
tured surface sample, using the 16 extracted height maps as 
reference images. The schematic representation of a GAN 
is shown in Fig. 2. The main role of the Generator is to 
produce artificial images that are indistinguishable from the 
reference images for the Discriminator, and this is the basis 
for the training procedure. That is, the Generator’s aim is 
to learn to create images of progressively higher similarity 
to the reference ones. The aim of the Discriminator is to 
learn to distinguish the reference images from the artificial 
ones. After completing the training, the Discriminator was 
discarded and only the Generator was used to create 20 arti-
ficial images. The 100 px × 100 px height maps created by 
the Generator were imported into the Alicona software, and 
the areal surface roughness parameters were calculated for 
each of them.

The GAN architecture was determined by trial-and-error 
during a preliminary process of parameters fine tuning. The 
detailed learning process is described hereafter. Each arti-
ficial image created by the Generator, whose architecture is 
presented in Table 2, was based on a vector of 100 random 
scalar values fed as input to the network. Using a sequence 
of upscaling and convolutional layers, a matrix of 100 × 100 
elements (normalised in [-1,1]) was produced. The final 
image was generated by re-scaling the matrix elements to 

16-bits unsigned integers. The Discriminator architecture, 
described in Table 3, was composed of an alternate stack of 
convolutional and dropout layers. Both the Generator and 
Discriminator were trained together using the Adam opti-
miser, albeit with different learning rates. For each epoch, 
an equal number of real images (sampled with replacement 
from the reference images) and artificial images, created by 
the Generator, were fed to the Discriminator that was trained 
against a binary label (i.e. real = 1, fake = 0). The Generator 
was trained on a complemented value of the Discrimina-
tor loss, in a zero-sum fashion. The training parameters are 
given in Table 4. To improve the early convergence of the 
Generator, a measure of noise has been added to the data 
used by the Discriminator. Each time a reference (i.e. real) 
image was fed to the Discriminator, the associated label was 
randomly flipped (with p = 0.5). This was not performed in 
the case of the artificial images. This regularisation pro-
cedure limited the Discriminator potential of greatly out-
performing the Generator in the early stage of the learning 

Table 2   Description of the main layers that compose the Generator 
(with initial size S = 10)

Layer Parameters

Dense # units = 128*S^2
activation = ReLu

Reshape size = (S, S, 128)
Batch Normalisation momentum = 0.8
Upsampling (2D) factor = 5
Convolutional # filters = 128

kernel size = 3
activation = ReLu

Batch Normalisation momentum = 0.8
Upsampling (2D) factor = 2
Convolutional # filters = 64

kernel size = 3
activation = ReLu

Batch Normalisation momentum = 0.8
Convolutional # filters = 1

kernel size = 3
activation = tanh

Table 3   Description of the main layers that compose the Discrimina-
tor

Layer Parameters

Convolutional # filters = 16
kernel size = 3
strides = 2
activation = Leaky ReLu (alpha = 0.2)

Dropout rate = 0.25
Convolutional # filters = 32

kernel size = 3
strides = 2
activation = Leaky ReLu (alpha = 0.2)

Dropout rate = 0.25
Batch Normalisation momentum = 0.8
Convolutional # filters = 128

kernel size = 3
strides = 1
activation = Leaky ReLu (alpha = 0.2)

Dropout rate = 0.25
Dense # units = 1

activation = sigmoid

Table 4   Parameters used for the GAN optimisers and learning pro-
cess

Parameter Value

epochs 3*10^3
batch size 32
discriminator learning rate 5*10^-5
generator learning rate 2*10^-4
loss binary 

cross-
entropy
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process, to the point of hindering its ability to learn to gener-
ate good quality images.

Overall, the set of GAN-generated images (henceforth 
Set GAN) consisted of 360 artificial topographies (18 × 20); 
each was described by 21 areal surface roughness parameters 
and one CA value. The procedure of assigning the CA to the 
GAN topographies (as well as to Set A and Set B) was as 
follows: the mean ( � ) and standard deviation ( � ) were cal-
culated for the obtained CA values for each surface sample. 
Then, one CA value was assigned randomly to each topog-
raphy from a uniform CA distribution within the interval 
(� − �,� + �).

3.2 � Feature selection and ANN structure 
optimisation

The feature selection analysis, ANN optimisation and vali-
dation procedure were run three times in parallel to assess 
the usefulness of the GAN-generated artificial LIPSS topog-
raphies. By using only the small Set A, it was intended to 
test the feasibility of performing the whole study using a 
limited amount of experimental data. Then, the quality of the 
GAN-generated topographies was assessed based on tests 
run only on the Set GAN. Finally, the benefits of augmenting 
the available experimental data with the artificially gener-
ated ones were evaluated on the merged Sets A and GAN. 
All three cases were also validated on Set B.

Feature selection methods were applied to the datasets to 
filter out redundant and irrelevant attributes among the ISO 
areal surface parameters and jointly perform ANN structure 
optimisation [16]. A parameter/feature is considered rel-
evant when it conveys useful information for a given task, 
and redundant when it does not add additional information 
that has not been already provided by other parameters. The 
purpose of feature selection was to find the smallest number 
of most related areal surface roughness parameters, without 
significantly reducing the ANN’s accuracy for the two spe-
cific tasks. The first task was a classification problem, where 
the ANN had to be trained to detect either the presence of 
processing disturbances (FOD or BIA in this research), or 
the use of optimised laser settings during the structuring 
process (labelled as class N). Then, the same group of sur-
face parameters was applied to the second task. The second 
task amounted to a regression problem, where the ANN 
had to learn the relationship between the identified group 
of areal surface roughness parameters, and the static water 
CA of the laser-treated surfaces. It is important to state that 
the ability to detect alterations in LIPSS topographies due 
to any processing disturbances might also help to foresee 
potential variations in the surface performance. Therefore, 
the results from the classification task can indicate potential 

changes in the surface functional response and can be used 
to trigger some corrective processing routines to keep it 
within predefined limits.

3.2.1 � Feature redundancy analysis

Data feature (attribute) redundancy was assessed by using 
the well-known Pearson correlation coefficient [25]. In this 
study, two data attributes (areal surface parameters) were 
considered highly correlated and hence redundant if their 
correlation coefficient ||

|
�xy

|
|
|
 was higher than 0.8. After the 

analysis, redundant parameters were removed sequentially, 
starting with the one that showed significant similarities with 
the largest number of other parameters. Once this surface 
parameter had been removed, the one amongst the remaining 
that had the largest number of significant similarities with 
the others was eliminated, and so forth until no redundant 
parameters were left.

3.2.2 � Feature relevance analysis and ANN structure 
optimisation

Feature relevance is usually assessed by some measure of 
correlation between the feature and the target variable. The 
analysis of relevance is complicated by the fact that analys-
ing one feature on its own, as done in univariate feature 
selection approaches [26], may lead to the removal of ele-
ments that are not significantly correlated with the target 
variable, but that might become highly informative in com-
bination with other features. For this reason, a multivariate 
method based on the evolutionary ANN Evolver (ANNE) 
algorithm was used. ANNE is specially designed for the 
optimisation of ANN classifiers [27, 28] and can be regarded 
as an embedded feature selection method that simultane-
ously performs feature selection, ANN structure optimisa-
tion and weight training [29].

ANN optimisation and feature selection were carried out 
for the processing disturbances classification task, and then, 
the results were re-used for the wettability prediction task. A 
Multi-Layer Perceptron (MLP) ANN [30] was used as classi-
fier in the first task, and predictor in the second. Preliminary 
tests revealed that one hidden layer of units was enough to 
attain a very high accuracy.

ANNE was run using the group of surface param-
eters obtained after redundancy analysis and thus was 
employed only for relevance-based feature selection. 
The feature relevance selection and ANN optimisation 
procedure consisted of two stages as shown in Fig. 3. 
In the first stage, ANNE was used to optimise the MLP 
structure, that is, to define the size of its hidden layer 
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and to evolve minimal sets of relevant areal parameters. 
In the second stage, the MLP structure was set to the 
optimal configuration evolved by ANNE. Exploiting the 
feature selection results from ANNE, a number of can-
didate groups of surface parameters were formed, and 
their suitability was evaluated on the MLP ability to 
learn the classification task. The MLP was trained using 
the standard back-propagation (BP) procedure [31]. The 
main parameters of the MLP, and the learning param-
eters of the ANNE and BP algorithms were experimen-
tally optimised and are listed in Table 5. The remaining 
parameters were set as in [27].

A final tuning step was performed to adjust the number 
of iterations required for the BP procedure because of the 
different nature of the final learning task. The learning 
curves were analysed, and the duration of the learning 
procedure was set in order to avoid overfitting. Train-
ing data overfitting occurred in both classification and 
regression tasks. Hence, the learning procedure had to be 
restricted to, respectively, 100 and 200 iterations, as stated 
in Table 5.

Following a common practice, a pre-processing step 
was performed where the areal surface roughness data 
were normalised using the mean–variance procedure. Due 
to the stochastic variability of the learning procedure, 10 
independent runs of the ANNE algorithm were performed 
for each experiment, and the results were statistically 
analysed. For each learning trial, the data set (Set A, Set 
GAN, or Set A + GAN) was randomly divided into a train-
ing set containing 80% of the samples, and a validation 
set containing the remaining 20%. For the BP algorithm, 
100 independent runs of the procedure were performed for 

each experiment. The reason for the different number of 
repetitions is the computational cost associated with the 
two algorithms, in detail about 16 min for ANNE and 3 s 
for the BP algorithm.

Fig. 3   Steps of feature relevance 
analysis split into two stages. 
In the first stage (blue lines), 
the ANNE procedure was used 
to optimise the MLP structure 
and generate candidate groups 
of surface parameters. In the 
second stage (red lines), the 
parameter groups were evalu-
ated on the learning results of 
MLP (using BP training) and a 
final minimal group of relevant 
areal surface parameters is 
generated

Table 5   MLP architecture and parameterisation of the ANNE and BP 
algorithms

MLP

Input nodes *
Hidden nodes *
Output nodes 3
Transfer function hidden nodes hypertangent
Transfer function output nodes sigmoidal
ANNE
Population size 200
Iterations 5,000
Crossover rate on binary mask 1
Crossover rate on real-valued string No crossover
Mutation rate on binary mask 0.1
Mutation rate on real-valued string 0.1
BP rate (problem-specific operator) 1
Cycles of BP learning per iteration 1
Selection scheme Adaptive [32]
BP RULE
Iterations (Feature Selection) 3000
Iterations (Classification Task 1) 100
Iterations (Regression Task 2) 200
Learning rate 0.01
Momentum term 0.1
* Evolved by ANNE
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4 � Results and discussion

4.1 � Datasets

Examples of LIPSS topographies from Set A and arti-
ficially generated topographies from Set GAN with and 
without the presence of processing disturbances with the 
respective average CA values are presented in Fig. 4. The 
influence of FOD and BIA on the LIPSS characteristics is 
clearly visible. The FOD increase entailed a decrease in 
LIPSS amplitudes that eventually led to spots where LIPSS 
were no longer generated, e.g. when FOD = 0.8 mm. In 
regards to the influence of BIA, two types of ripple perio-
dicities were present on the surface, which is typical for 
LIPSS generated with a p-type polarised beam that is 
not normal to the surface [33]. Samples produced with 
lower BIA resulted in a dominant periodicity above the 
one achieved with optimised laser settings, while higher 
BIAs led to only smaller periods. Generally, the LIPSS 
topographies selected for the representative Set A, and 
consequently the ones generated by the GAN, had widely 
varied dimensional characteristics, which led to diverse 
areal surface parameters values and altered their wettabil-
ity. All of the laser-treated surfaces showed hydrophilic 
behaviour and the obtained CA values ranged from 26 to 

80 deg, with a measurement uncertainty of approximately 
10 deg. In Table 6, the number of input topographies in 
each Set, the distributions of the classes and the range of 
output CA values are summarised.

4.2 � Feature redundancy analysis

The correlation analysis revealed that several features, i.e. 
aerial surface roughness parameters, were redundant in all 
Sets, i.e. Set A, Set GAN and the largest Set B. The analy-
sis of Set B was done only for reference purposes and kept 
for validation only. The redundancy analysis performed on 
the small Set A differs from that conducted on Set B. Out 
of 210 pairwise feature redundancy checks, 23 (11%) were 
different. Overall, despite some discrepancies, the analysis 
performed on Set A was in good agreement with the one 
performed on Set B. Thus, it can be judged that Set A is a 
representative example of the larger population of Set B. 
The analysis performed on Set GAN also differed from the 
distribution of Set B. It should be noted that Set GAN was 
created using the samples of Set A, and thus ‘inherited’ the 
inaccuracies of the latter. Out of 210 pairwise feature redun-
dancy results, the analyses on Set A and Set GAN differed in 
30 cases (14%). The results show a satisfactory agreement 
between the two sets, indicating that the GAN technique of 

Fig. 4   Examples of 7.8  µm × 7.8  µm LIPSS topographies with 
and without processing disturbances from Set A together with the 
respective artificially generated ones from Set GAN. Peak fluence of 

Fp = 0.28 J/cm2 was used to produce the surfaces with varying FOD 
and BIA. Below the images of the water droplets on the laser struc-
tured surface with their respective average CA values are presented
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generating artificial topographies captured reasonably well 
the statistics of Set A.

Table 7 shows the results of the elimination procedure for 
the three data sets. Redundancy elimination gave the same 
results for Set A and Set A + GAN, leading to a reduction in 
their attributes, i.e. ISO parameters, from 21 to only 10. On 
Set GAN, redundancy elimination reduced the set attributes 
to 9, where 6 of them are shared with the other two sets.

4.3 � Feature relevance analysis based on ANNE 
algorithm

The averages of the feature selection and structure optimi-
sation results, and the classification accuracies obtained 
for the validation set (20% of examples of the data set in 
consideration) are reported in Table 8. For reference, the 
results obtained using the full set of the ISO parameters are 
also included in the table. The frequency of each data attrib-
ute that was selected in the 10 runs of ANNE is shown in 
Table 9 for the three data sets.

The results, presented in Table 8, obtained using the 
three data sets indicated that some ISO parameters might 
be further discarded due to being less relevant. However, it 
is important to note that the actual ISO parameters selected 
differed from set to set. Though, there was a considerable 
agreement in the size of the surface parameters group using 
the full 21 ISO parameters and the reduced group after 
redundancy analysis. In general, when all surface parameters 
were considered, ANNE tended to select slightly more rel-
evant attributes. In terms of the selected ISO parameters and 
their selection frequency, the results obtained considering 
all or a reduced group of parameters, as shown in Table 9, 
cannot be compared. This is due to the fact that redundant 
attributes are equally likely to be selected, and the selected 
frequency is not necessarily an indication of their relevance.

Table 6   Summary of LIPSS topographies within Sets A, GAN and B 
that was used to classify laser processing disturbances (the first task). 
Class N refers to samples produced without processing disturbances 
but with varying peak fluence. The output values of minimum and 
maximum CAs are also provided for the regression task, i.e. the wet-
tability prediction

Set A Set GAN Set B

Total topographies 288 360 1104
ISO parameters 21
Task 1: Processing Disturbance Classification (3 classes)
Class FOD 80 100 384
Class BIA 112 140 560
Class N 96 120 160
Task 2: Wettability Prediction
Min CA, deg 30.2 29.5 25.7
Max CA, deg 81.1 80.6 79.5
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Regarding the classification accuracy, the most evident 
result is the poor accuracies on Set A attained by ANNE. 
The analysis of the learning curves did not indicate sig-
nificant overfitting of the training data. The most plausi-
ble explanation is the small size of Set A, which affected 
ANNE’s ability to evolve to high performing solutions. For 

Sets GAN and A + GAN, the results suggest that MLP could 
be trained to identify the processing disturbances with high 
accuracy. There was no distinguishable difference in the 
accuracy between the results obtained using all or only a 
smaller subset of attributes, i.e. ISO parameters.

4.4 � Evaluation of candidate surface parameters 
subsets

Based on the results obtained using ANNE, the MLP struc-
ture was fixed to one hidden layer of 5 nodes even though it 
was slightly larger than proposed in Table 8. The reason for 
this was that the smaller Set A alone might under-represent 
the complexity of LIPSS topographies.

Using the results in Table 9, a number of candidate ISO 
parameter groups were created for each of the three sets as 
shown in Table 10. These candidate groups were based on 
the selection frequencies, starting with a minimal subset of 
most frequently selected ISO parameters and successively 
adding more attributes. These candidate sets were evaluated 
on the learning results of the MLP after it was trained using 
BP and with only the selected ISO parameters. The results 
are shown for each ISO parameters’ group and data set in 
Table 11. For the sake of comparison, the results include 
those obtained using the full set and the set generated after 
redundancy analysis.

In terms of classification accuracy, the results reported in 
Table 11 are in good agreement with those obtained using 
ANNE and confirm again that high accuracy results can be 
obtained with a significantly reduced number of surface 
parameters. The classification accuracies obtained using Set 
A are lower than those obtained using the other two data 
sets, although the differences are significantly smaller than 
those recorded for ANNE.

Table 8   Feature selection and structure optimisation results (ANN 
hidden nodes) obtained by the ANNE algorithm for the three sets. 
A summary of the classification accuracies achieved for Task 1 on 
the validation set (20% of examples of the data set in consideration) 
is included in the table, too. The results are calculated over 10 runs 
of the algorithm. In the table, ‘all’ refers to the trials run using the 

full 21 surface parameters, ‘reduced’ refers to the parameters group 
obtained after the redundancy analysis. The significance of the dif-
ferences in the classification accuracies obtained using the full and 
reduced ISO parameters is analysed using Mann–Whitney tests and 
the p-values are provided in the table

Set A Set GAN Set A + GAN

all reduced all reduced all reduced

Selected Features 6.20 5.30 6.90 5.40 9.00 8.10
Hidden nodes 3.40 2.9 3.10 2.70 4.00 4.50
Min 79.31 46.55 86.11 84.72 87.60 89.15
Q1 83.19 50.86 90.63 93.06 89.34 90.12
Median 85.34 55.17 93.06 94.44 94.57 91.86
Q3 86.21 58.62 95.83 95.83 96.51 93.02
Max 89.66 68.97 98.61 100.00 97.67 98.45
p − value 1.7 × 10

−4 0.73 0.65

Table 9   Selection frequency of each areal surface roughness param-
eter in the 10 runs of the ANNE algorithm obtained for Sets A, GAN 
and A + GAN

Parameter Set A Set GAN Set A + GAN

Sa 0 0 0
Sq 0 0 0
Sp 0.1 0 0.6
Sv 0.3 0 1
Sz 0 0.3 0
S10z 0 0 0
Ssk 0 0.2 0
Sku 0.9 0.6 0.8
Sdq 0 0 0
Sdr 0 0 0
Sk 0 0 0
Spk 0 0 0
Svk 0 1 0
Smr1 0.3 1 1
Smr2 0.4 0.5 0.8
Vmp 0.5 0 0.5
Vmc 0 0 0
Vvc 0.2 0.7 0.7
Vvv 1 0 0.7
Sal 0.7 0.1 1
Str 0.9 1 1
Total Selected 5.3 5.40 8.10
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Table 11 shows that the removal of redundant features had 
marginal to no effect on the learning accuracy of the classi-
fier for the data sets that included the artificial topographies. 

On Set A, the differences are more marked although still 
moderate. The same effect was observed after the elimina-
tion of irrelevant ISO parameters on the learning results of 

Table 10   Candidate surface parameters groups tested on data Sets A, GAN and A + GAN. Their size is indicated by their group coding in the 
first column (e.g. F6 has six ISO parameters). Selected parameters in the group are indicated by ‘’

Group Sa Sq Sp Sv Sz S10z Ssk Sku Sdq Sdr Sk Spk Svk Smr1 Smr2 Vmp Vmc Vvc Vvv Sal Str

Set A
F3  ✔  ✔  ✔
F4  ✔  ✔  ✔  ✔
F5  ✔  ✔  ✔  ✔  ✔
F6  ✔  ✔  ✔  ✔  ✔  ✔
F10 ✔   ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔
Set GAN
F3  ✔  ✔  ✔
F4 ✔   ✔  ✔  ✔
F5  ✔  ✔  ✔  ✔  ✔
F6  ✔  ✔  ✔  ✔  ✔  ✔
F9  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔
Set A + GAN
F4  ✔  ✔  ✔  ✔
F6  ✔  ✔  ✔  ✔  ✔  ✔
F8  ✔  ✔  ✔  ✔  ✔  ✔ ✔   ✔
F9  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔
F10  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔

Table 11   A summary of the 
MLP classification accuracies 
obtained on the validation set 
(20% of the whole data set) 
using the parameter groups in 
Table 10. For each data set, the 
statistics refer to 100 learning 
trials using the BP algorithm. 
For reference, also the results 
of training the MLP using all 
ISO surface parameters are 
given. The significance of the 
differences in the classification 
accuracies obtained using the all 
and candidate attribute sets is 
analysed using pairwise Mann–
Whitney tests and reported by 
the p-values

Set A

F3 F4 F5 F6 F10 FAll

Min 70.69 70.69 70.69 72.41 77.59 81.03
Q1 77.59 77.59 79.31 84.48 87.93 91.38
Median 81.03 81.03 82.76 86.21 89.66 93.10
Q3 83.19 84.48 86.21 89.66 93.10 94.83
Max 89.66 93.10 91.38 96.55 96.55 100.00
p-value 0 0 0 0 0
Set GAN

F3 F4 F5 F6 F9 FAll

Min 75.00 84.72 84.72 83.33 83.33 84.72
Q1 83.33 90.28 91.67 93.06 94.44 95.49
Median 86.11 94.44 95.83 95.83 96.53 97.22
Q3 88.89 95.83 97.22 97.22 97.22 98.61
Max 94.44 100.00 100.00 100.00 100.00 100.00
p-value 0 0 0.0065 0.0767 0.1721
Set A + GAN

F4 F6 F8 F9 F10 FAll

Min 70.54 78.29 83.72 86.05 84.50 82.95
Q1 75.97 88.37 89.92 89.92 91.47 92.05
Median 79.07 90.70 91.47 92.25 93.02 93.80
Q3 82.17 93.02 93.80 93.80 94.57 96.12
Max 88.37 96.90 98.45 97.67 99.22 99.22
p-value 0 0 0 0 0.0338
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the classifier. The resulting classification accuracies were 
most sensitive for removing irrelevant surface parameters 
for Set A. This was likely due to the small size of the data 
set, which made accurate MLP learning and evaluation more 
difficult.

The results in Table 11 suggest that the feature selec-
tion affects the classifier performance mostly for Set A. The 
most conservative choice would be to use the group of non-
redundant ISO parameters F10 , or if some further reduction 
in performance is acceptable, the parameter group F6 could 
be adopted. If Set GAN is used, the surface parameters can 
be trimmed down to the six data attributes of F6 without 
significantly affecting the performance. If Set A + GAN is 
utilised, the tests show that the classifier accuracy will suf-
fer only a very modest deterioration (less than 1%) using 
group F10 of non-redundant ISO parameters and only modest 
(around 2%) using F8 data attributes. These final choices are 
validated in the last step, where the MLP is tested against the 
previously unseen Set B.

4.5 � Task 1: Classification of laser processing 
disturbances

Figure 5 reports the results on accuracies, achieved in 
identifying the processing disturbances, of the classifiers 
obtained after 100 independent runs of the BP algorithm 
on Sets A, GAN, and A + GAN while the validation was 
performed on Set B. In general, the accuracy results were 
inferior to those obtained in the feature selection steps 
(as shown in Table 11). The deterioration of the perfor-
mance was most dramatic in the learning trials performed 
using only Set GAN, and least severe when only Set A was 
used. Set A + GAN achieved only slightly worse accuracy 
compared to Set A. It is worth stating that the learning 

tasks in the feature selection and classification stages were 
different, i.e. the first requiring generalisation to unseen 
samples of already introduced surfaces, and the second 
generalisation to different samples of previously unseen 
surfaces. The lower classification accuracies achieved in 
the latter experiments are likely to reflect the more chal-
lenging nature of the task.

The artificial LIPSS topographies generated applying 
GAN appeared to capture at least partly the overall char-
acteristics of Set A. However, MLPs trained on Set GAN 
were very poor at generalising the learning results when 
applied on Set B. This result shows that the GAN-generated 
data were not representative of the full distribution of Set 
B. Given that MLPs trained using Set A did generalise well, 
the results seem to indicate that the problem lies within the 
GAN procedure itself, rather than the poor quality of the 
scans that were fed to GAN. One reason for this result may 
be that the GAN learning process had been interrupted too 
early. At present, the duration of the GAN learning reflected 
a trade-off between the computational cost and the visual 
appearance. Further tests could investigate whether it is 
worth the GAN learning time to be extended.

Since the use of data samples from real surface scans 
produced the best learning results, the next step was to use 
Set A to re-train the MLP using the ISO parameters groups 
selected using Set GAN and Set A + GAN. This experiment 
aimed at evaluating the goodness of the feature selection 
results obtained using artificial data samples. The results, 
shown in Fig. 6, are very similar, with average classifica-
tion accuracies mostly ranging between 82 and 84%. The 
only exception was the learning trials performed using the 
minimal parameter group F6 that was selected using Set A, 
where the average accuracy was 80.4%.

Fig. 5   Results achieved on classification of laser processing dis-
turbances. Accuracies obtained in three experiments where feature 
selection and BP training were performed respectively on Sets A, 
GAN, and A + GAN. The MLP learning procedure was validated on 
previously unseen Set B. Three surface parameters groups were tested 
per each data set

Fig. 6   Results of the classification task with MLPs being trained only 
on Set A using the parameter groups identified for Sets GAN and 
A + GAN and the validation performed on previously unseen Set B. 
Two surface parameters groups were tested per each dataset and the 
results compared to those obtained using all 21 surface parameters 
Sets A and A + GAN had the same parameter group F10 , as indicated 
in Table 10
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The best learning results were obtained using surface 
parameter group F10 , i.e. the non-redundant data attributes 
selected after analysing Sets A and A + GAN. The removal 
of irrelevant surface parameters had instead a statistically 
significant negative effect on the accuracy results, although 
in practical terms this was very modest.

Table 12 reports the confusion matrices for the classi-
fication results on Set B presented in Fig. 6, using MLPs 
trained on Set A by using the minimal parameter groups 
F6 (selected on Set A), F6 (selected on Set GAN), and F8 
(selected on Set A + GAN). The largest source of mis-
classifications was due to FOD topographies being identi-
fied as BIA. In proportion to the number of examples per 
class, the largest sources of incorrect classifications were 
samples from class N identified as BIA in the case of the 
surface parameters F6 of Sets A and A + GAN, and FOD 
identified as BIA for F8 obtained using Set GAN. It was 
also observed that for three tested cases a similar num-
ber of samples from class FOD were identified as class 
N. This could be attributed to the supplementary LIPSS 
samples produced with laser peak fluence close to the rip-
ples’ threshold, which had similar topographies to the ones 
obtained with higher FOD. Hence, those samples were 
more prone to be misclassified.

4.6 � Task 2: Contact angle prediction

Figure 7 shows the root mean square (r.m.s.) values of 
the CA predictions from the validation step performed on 
Set B. Similar to the processing disturbance classification 
task, a further experiment was run employing Set A to 
train MLP by using the ISO parameter groups selected 

Table 12   Confusion matrices of processing disturbances classifica-
tion results presented in Fig. 6. The MLP classifier was trained only 
on Set A using the surface parameter group with minimal number 

of attributes selected, respectively, for Sets A, GAN, and A + GAN 
while the validation was performed on Set B

a) Parameters selected using Set A

F6 Classified as

FOD BIA N

class FOD 281.68 75.5 26.82
BIA 47.65 505.9 6.45
N 21.2 41.34 97.46

b) Parameters selected using Set GAN

F6 Classified as

FOD BIA N

class FOD 260.96 95.7 27.34
BIA 13.85 540.03 6.12
N 30.73 27.98 101.29

c) Parameters selected using Set A + GAN

F8 Classified as

FOD BIA N

class FOD 278.33 80.64 25.03
BIA 22.5 531.79 5.71
N 22.94 39.39 97.67

Fig. 7   Root mean square (r.m.s.) accuracy results for the CA predic-
tion task from three experiments where feature selection and BP train-
ing were performed respectively on data sets A, GAN, and A + GAN, 
while the learning results were validated on previously unseen Set B
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using Sets GAN and Set A + GAN. The results of this last 
experiment are given in Fig. 8.

The results presented in Fig. 8 are fairly similar with the 
average (r.m.s.) error of around 11 degrees for all combi-
nations of training data sets and ISO parameter groups. In 
general, feature selection helped the MLPs to learn the CA 
prediction with marginally better results. Data augmenta-
tion appeared also to play a beneficial role, since the best 
accuracy results were obtained by training the MLPs using 
Set A + GAN. Although statistically significant, it should be 
noted that the measured differences in accuracy were always 
within 1.5 degrees. The best results were obtained when 
training the MLPs on the augmented Set A + GAN of exam-
ples and using ISO parameter groups F8 or F10 to describe 
the samples. In general, it can be stated that the average 
r.m.s. values obtained in the experiments are comparable 
with the CA measurement uncertainty, and most probably 
this limited the MLP learning abilities. Obtaining a more 
accurate CA measurements might improve the MLP training 
and allow the MLP to differentiate better the usefulness of 
different data sets and ISO parameter groups.

5 � Conclusions

In this research, an approach is presented for applying ANNs 
to classification and prediction tasks when ultrafast laser 
surface structuring/texturing is performed. ANN tools were 
developed and validated for pre- and post-processing of laser 
surface treatment data, especially areal surface roughness 
parameters of LIPSS topographies, that proved to be suf-
ficiently effective. In particular, high prediction accuracies 
were achieved by MLP classifiers on the detection of laser 
processing disturbances that affect the LIPSS generation. 
MLPs were also used to predict with high accuracy the func-
tional response, i.e. wettability, of LIPSS-treated surfaces.

Regarding the applied ANN tools, using a small experi-
mental dataset augmented with GAN-created artificial 
topographies proved to be beneficial for the tool’s devel-
opment. GAN-generated data were especially valuable 
when utilised for feature relevance analysis employing the 
evolutionary ANNE algorithm. Even if GAN-based artifi-
cial data reproduced well the statistics of real samples, the 
GAN-generated topographies were less useful in supporting 
the MLP generalisation capabilities on the laser processing 
disturbances classification task. That was attributed to the 
GAN insufficient learning process, especially its premature 
interruption.

A range of feature selection methods were applied. By 
combining their capabilities, it was possible to identify 
the number of salient aerial roughness parameters needed 
to characterise the surfaces, without any significant nega-
tive effect on the MLP performance. Specifically, fea-
ture redundancy analysis revealed that the initial 21 ISO 
parameters can be narrowed down to only 10, and such a 
small subset of data attributes was enough to achieve a 
high MLP prediction accuracy, especially in the laser pro-
cessing disturbances classification task. Further trimming 
of irrelevant attributes down to an even smaller subsets of 
6 or 8 surface parameters led to fairly similar prediction 
accuracies. Such substantial scale downs of data attributes 
can have a valuable impact on the practical aspects of data 
acquisition procedures, because it can reduce the num-
ber of costly, time-consuming, and sometimes complex 
measurements.

Finally, the ANN validation part on a larger unseen data-
set showed that identification of processing disturbances 
could be accomplished with accuracy close to 85%. The 
wettability of LIPSS-treated surfaces was predicted within 
the static water CA measurement uncertainty of approxi-
mately 10 degrees. Considering those encouraging findings, 
it can be concluded that the developed ANN-based tools 
can represent a generic approach for monitoring the LIPSS 
treatment operations. These tools can map the resulting areal 
parameters of processed surfaces to any disturbances present 
during the process, and consequently also to their desired 
functional performance.
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