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Abstract: In this paper, I propose that replication failure in linguistics may be due
primarily to inherent issues with the application of experimental methods to
analyze an inextricably social phenomenon like language, as opposed to poor
research practices. Because language use varies across social contexts, and
because social context must vary across independent experimental replications,
linguists should not be surprised when experimental results fail to replicate at the
expected rate. To address issues with replication failure in linguistics, and to
increase methodological rigor in our field more generally, I argue that linguists
must use experimental methods carefully, keeping in mind their inherent limita-
tions, while acknowledging the scientific value of observational methods, which
are often the only way to pursue basic questions in our field.

Keywords: descriptive linguistics; empirical linguistics; experimental linguistics;
observational linguistics; research design in linguistics

1 Replication failure in linguistics

Over the past decade, there has been growing concern across the social sciences,
first and foremost in psychology, that published results are not being replicated at
the expected rate, calling into question the generalizability of research in these
fields (Shrout and Rodgers 2018). Various solutions for this “replication crisis”
have been proposed, primarily involving improvement of specific research prac-
tices, including the adoption of more rigorous approaches to statistical analysis,
larger sample sizes, and greater openness in hypotheses, data, methods, and
results (e.g., Asendorpf et al. 2013; Finkel et al. 2017; Maxwell et al. 2015; Shrout
andRodgers 2018; Tackett et al. 2019). Over the last few years, linguists have begun
to accept that our field likely suffers from similar issues, leading to calls for the
adoption of better research practices in linguistics (e.g., Roettger 2019; Sönning
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andWerner this issue), including pre-registration (Roettger this issue). Clearly, any
effort to encourage methodological rigor in linguistics should be welcome, but
what is unclear is whether improving specific research practices is sufficient to
address excessive replication failure in linguistics, or if this issue points to a
fundamental challenge with the nature of linguistic inquiry.

In this paper, assuming that linguistics has issues with replication like other
social sciences, I propose that failed replications in linguistics may result more
from an inherent and general limitation with experimentation for the study of
language than from issues with specific research practices. After reviewing the
main empirical research paradigms in linguistics, I argue that we should expect
experimental results will often fail to replicate, even when best and consistent
research practices are followed, because language is an inextricably social phe-
nomenon, making it impossible for linguists to fully control social context across
independent replications. As opposed to the physical sciences, where the pa-
rameters of an experiment can be kept stable across replications, every indepen-
dent replication of a linguistic experiment is a unique social event, making exact
replication impossible. I therefore conclude by calling for linguists to apply and
interpret the results of experimental research with care and to recognize the
fundamental importance of observational research in linguistics.

2 Empirical approaches to linguistics

Linguists seek to understand language through diverse methodologies, ranging
from rationalist introspection into the nature of general linguistic knowledge to
empirical investigation into specific forms of language use (Krug et al. 2013;
Podesva and Sharma 2013). Research in empirical linguistics is often compara-
tive – looking for relationships between dependent linguistic variables and an
almost endless array of independent linguistic and extra-linguistic variables,
including independent variables related to time, language, setting, mode, task,
and speaker. Making meaningful comparisons, however, is challenging when
studying a social phenomenon like language, any instance of which is unique,
produced at a specific point in time and in a specific social context. To make sense
of such a complex situation, linguists attempt to compare language knowledge
and use inmany different ways. At themost basic level, a distinction can be drawn
between experimental and observational approaches to linguistics (Klavan and
Divjak 2016).

In general, experimental linguists collect data by directly manipulating the
context in which data is produced, exposing subjects to specific stimuli so as to
allow for the causal effect of that intervention on ameasure of languageproduction
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or perception to be isolated. Manipulation, however, does not ensure confounding
factors are controlled, as there may be unknown characteristics that distinguish
between the groups under comparison that could be responsible for the observed
differences in the dependent linguistic variable under analysis. Randomized
experiments therefore assign subjects at random to groups for comparison
before the experimental intervention, where each group is exposed to different
levels of the independent variable under analysis, so as to balance any un-
known characteristics that might otherwise distinguish between those groups
(Sadish et al. 2002). By combining manipulation and random assignment, ran-
domized experiments have the potential to directly test for causality, at leastwithin
the context of that experiment. For example, Gibson et al. (2017) found that un-
grammatical utterances are more likely to be interpreted as meaningful when
produced in a non-native accent, based on a series of three randomized experi-
ments, where randomized groups of native speakers of English were asked to
interpret utterances produced in native and non-native accents.

Not all experiments, however, are randomized. First, a distinction can be
drawn between randomized between-subject designs, of the type just described,
and non-randomized within-subject designs, also known as repeated measures
designs, where each subject is exposed to all levels of the independent variable
beingmanipulated, thereby controlling for differences across groups and allowing
for causation to be tested directly (Charness et al. 2012). For example, Han et al.
(2020) investigated the syntactic status of null objects in Korean based on two
within-subjects experiments, where subjects were asked to judge if a range of
sentences, both with and without null objects, accurately represented a specific
situation, as described in a longer text, finding evidence for an ellipsis-based
analysis. In general, there are advantages and disadvantages to both designs, and
the choice should depend primarily on the nature of the hypotheses being inves-
tigated (Charness et al. 2012). Crucially, within-subjects designs are generallymore
economical, allowing for increased statistical power with fewer subjects, but there
is a risk that subjects may adjust their behavior, consciously or subconsciously,
across levels, for example, based on their perception of the goals of the experi-
ment. Although within-subjects designs appear to be far more common in lin-
guistics, between-subjects designs with randomization are therefore often
preferred in experimental research more generally, all things being equal (Char-
ness et al. 2012), because they naturally control for more confounds, despite what
is sometimes claimed in discussions of experimental methods in linguistics (e.g.,
Arunachalam 2013).

Second, quasi-experiments involve manipulation with pre-existing but com-
parable groups, where the researcher only controls the experimental intervention
(Sadish et al. 2002). For example, Alrabai (2014) compared the effect of
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motivational teaching strategies on ameasure of language learner achievement by
varying instruction across otherwise comparable classrooms. Crucially, because
they work with pre-existing groups, the relationships identified in quasi-
experiments are generally less likely to be causal than in other experimental de-
signs: even when best research practices are followed, there may be unknown
characteristics that distinguish between the groups under comparison that could
explain any detected effects. For example, variation in achievement in a classroom
experiment could be due to other differences between the groups of subjects being
compared, including factors that would be difficult to measure or control such as
evolving classroomdynamics. For this reason, quasi-experiments are often used to
test hypotheseswhere other experimental designswould be difficult to implement,
for example, due to limited resources or ethical concerns (Remler and Van Ryzin
2015). There are, however, more principled reasons to prefer a quasi-experimental
approach, at least in linguistics, where we are often interested in contextualized
research questions that would be impossible to answer through more controlled
experiments, such as the effect of different language teaching strategies in the
classroom.

This trade-off between control and naturalness is closely related to the
distinction between internal validity and external validity in experimental design.
On the one hand, internal validity is the degree to which a cause-and-effect rela-
tionship has been directly established given the design of an experiment (Sadish
et al. 2002). Randomization and manipulation help maximize the internal validity
of experiments, as do other aspects of research design (e.g., sufficient sample size,
appropriate statistical analysis). Because they analyze pre-existing groups, the
internal validity of quasi-experiments is generally lower than for other types of
experiments (Remler and Van Ryzin 2015). On the other hand, external validity is
the degree towhich the results of an experiment generalize to target populations in
the real world. Because they are conducted in highly controlled contexts, there are
always questions about the external validity of experiments (Sadish et al. 2002).
For example, a causal relationship identified in an experiment may have relatively
little importance in the real world, where other factors may be far more important.
These types of concerns will often be reduced for quasi-experiments, as they are
conducted in amore natural context with pre-existing groups. Nevertheless, quasi-
experiments are still far from natural, as they involve researchers creating varia-
tion that would not otherwise exist so as to isolate specific cause-and-effect
relationships.

In contrast to experiments, an observational approach to linguistics involves
describing how language varies naturally – for example, across languages, di-
alects, registers, and speakers. The fundamental difference between these two
approaches is that experimental linguists directly vary the independent variable or
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variables across the groups under comparison to see how the dependent linguistic
variable changes, whereas observational linguists describe how the value of the
dependent linguistic variable changes across groups that vary naturally in terms of
the independent variable or variables of interest, without any intervention from the
linguist. As a consequence, an observational approach is often the only choice in
linguistics because the independent variables of interest cannot be assigned to
subjects directly via intervention. This includes the comparative analysis of lan-
guages and dialects, as well as the analysis of many other social variables, pre-
cluding the direct use of experimentation for pursuing many important lines of
research in linguistics. For example, a linguist can bring speakers of different
languages or dialects into the lab to compare some aspect of language production
or perception, but such analyses will necessarily be observational, as the linguist
cannot directly control the social background of speakers.

For this reason, linguistics has traditionally been an observational field of
study. Observation has long been the basis of building descriptive grammars and
dictionaries, which are some of the oldest and most basic endeavors that can be
described as linguistic research. Observation was also the basis of traditional
philology, from which modern linguistics emerged, as well as its many important
discoveries, including, for example, the existence and structure of the Indo-
European language family. Similarly, observation is the basis of many modern
fields of linguistics, including corpus linguistics, discourse analysis, historical
linguistics, sociolinguistics, dialectology, and typology – fields that have made
major contributions to linguistics, allowing for important theories and models of
language to be developed and assessed, generally without any reliance on
experimentation.

In addition to the types of questions that tend to drive linguistic research,
observational studies are so common in our field because language is so easy to
observe. Even the strongest form of observational research, which involves
absolutely no intervention from the researcher on the act of data production,
essentially maximizing external validity (Rosenbaum 2002), is often possible in
linguistics, because language is often naturally recorded at the time of production
andmade publicly available as part of the social context in which it was produced.
This situation allows linguists to study language by directly sampling instances of
real language use from these social contexts (e.g., texts) without effecting the form
of the language being observed, much like how an astronomer can study the
universe. In particular, this type of true observational linguistics underlies
research in corpus linguistics (Biber 1993; McEnery and Wilson 1996) and
discourse analysis (Coulthard 2014), as well as considerable research across the
breadth of linguistics that draws on these methodologies.

Observation, experimentation, and replication in linguistics 5



Of course, not all varieties of language are naturally recorded at the time of
production, including most forms of speech. In such cases, the linguist must
intervene in the social context in which language is produced to collect or even
directly elicit data from informants – for example, through surveys, interviews,
and ethnography. Although such approaches to data collection are less natural
than the approaches adopted in corpus linguistics and discourse analysis, they
generally qualify as forms of observational research, because the linguist does not
and often cannot directly manipulate the independent variables of interest (e.g.,
dialect, language). The inherent limitations of elicitation-based approaches to
observation are generally acknowledged by linguists working with thesemethods,
who often go to considerable lengths to mitigate the effect of researcher inter-
vention during the act of data collection. For example, field linguists embed
themselves in remote communities for years so as to accurately describe isolated
languages (e.g., Everett 2009), while sociolinguists conduct carefully designed
interviews so as to elicit naturalistic language from informants by limiting their
attention paid to speech (Labov 1984). Sociolinguists have even labelled this effect
as the Observer’s Paradox, and it is generally accepted that this effect can never be
completely overcome within the context of sociolinguistic interviews and surveys
(Labov 1972). Despite this limitation, there are clearly advantages to elicitation
compared to simple observation in linguistics, depending on one’s research goals,
especially in terms of having greater control on the context in which language is
produced.

Regardless of the specific approach to observational research that is adopted,
observational studies in linguistics often employ some form of random sampling,
so as to allow for valid generalizations to be made about populations of speakers
and texts. Much like random assignment in experimental research, selecting
speakers or texts at random from a population balances unknown sources of
variation in the sample. Assuming sufficiently large random samples are obtained,
the results of comparative observational research should hold on average for the
populations under analysis, allowing for meaningful comparisons to be made.
Random sampling, however, does not allow for causality to be tested directly, as
unknown factors that are distributed unevenly across the populations would be
preserved in the random samples being compared. Observational studies can
therefore identify real differences between populations, but they cannot directly
determine why those differences exist, because the independent variables under
analysis cannot be manipulated.1 Even if large numbers of independent variables

1 Anatural experiment is a special type of observational studywhere an argument canbemade for
natural randomization (Dunning 2012). Specifically, natural experiments are characterized by
randomization without manipulation, as opposed to real experiments, which always involve
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are factored into the analysis, we can never be certain that other important but
unknown variables are not responsible for the observed variation. Instead, caus-
ative links must be considered in light of the results of the study and the possible
existence of confounding factors that have gone uncontrolled. This is the primary
limitation of adopting an observational approach to linguistics.

To illustrate the difference between experiment and observation in linguistics,
consider two hypothetical studies involving reading times. In the first study, re-
searchers are interested in understanding the relationship between reading time
and font size. They recruit subjects from a population, divide the subjects into two
random groups, and then give both groups the same text to read, varying the font
size. If they observe a difference, they can be reasonably confident that font size
directly affects reading times, at least within the context of that study. This is an
experiment. In the second study, researchers are interested in understanding the
relationship between reading time and sex. They recruit subjects from a popula-
tion, divide the subjects into two groups based on their self-declared sex, and then
give both groups the same text to read. However, if they observe a difference,
although they can be reasonably confident the difference is real, at least within the
context of that study, they cannot be reasonably confident, based on these results,
that variation is sex causes variation in reading times, because unknown factors
that differentiate between these groupsmay have caused the observed variation in
reading times. Perhaps differences in cognitive abilities across sexes were
observed, but this variation may also be due to other factors, for example, cultural
differences in the way children of different sexes are educated. This is an obser-
vational study.

Although uptake of experimental and observational methods across linguis-
tics largely and rightfully reflects the specific questions that researchers pursue,
experimental research is sometimes presented as the optimal approach to lin-
guistics because it allows for causal links to be tested directly (for a critical dis-
cussion, see Roettger et al. 2019). For example, Chomsky, who is the most
influential proponent of this view of linguistic inquiry, has repeatedly argued that
observational research, especially corpus-based research, does not qualify as
scientific because it is non-experimental. Most notably, in an interview published
in the journal Intercultural Pragmatics, Andor (2004) quotes Chomsky as saying

manipulation of the independent variables under analysis, and standard observational studies,
which involve neithermanipulation nor randomization. Natural experiments, however, are rare in
general and appear to be especially uncommon in linguistics, although the term is sometimes used
incorrectly to refer to observational studies more generally (e.g., Auer et al. 2000).

Observation, experimentation, and replication in linguistics 7



Corpus linguistics doesn’t mean anything. It’s like saying suppose a physicist decides, sup-
pose physics and chemistry decide that instead of relying on experiments, what they’re going
to do is take videotapes of things happening in the world and they’ll collect huge videotapes
of everything that’s happening and from that maybe they’ll come up with some generaliza-
tions or insights. Well, you know, sciences don’t do this (Andor 2014: 97).

Despite such claims, this is exactly whatmany scientists do (for further discussion,
see Divjak et al. 2017). Observation and exploration of natural phenomena is
generally recognized as an indispensable part of scientific inquiry (Nilsen and
Bowler 2020; Tukey 1977), not only as the basis of hypothesis generation across the
physical and social sciences, but as the primary source of data for investigating
causative relationships in several fields, including archaeology, astronomy, ge-
ology, and geography, where experimentation is often impossible because of the
nature of the variables under analysis. Claims such as Chomsky’s therefore not
only erroneously limit the application of scientificmethodologies in linguistics but
the domains in which scientific discovery can be pursued.

Inpart, becauseof this rhetoric, there is considerable confusion surrounding the
application of basic research paradigms in linguistics. For example, it is easy to find
recent studies published in major linguistics journals that present observational
research as experimental. In general, these studies compare performance onvarious
production and perception tasks by subjects from different social groups, including
comparisons based on first language (e.g., Vanek and Mertins 2020), dialect
(e.g., Montrul et al. 2015; Walker 2019; Yun and Kang 2019), and multilingualism
(e.g., Werkmann Horvat et al. 2021). These studies are valid and informative, but
they are not experiments: the researchers did not manipulate, and could not have
manipulated, the social variables under analysis, precluding the direct isolation of
cause and effect relationships. These types of misunderstandings have even found
their way into research handbooks. For example, the introduction to experimental
methods in linguistics presented in Abbuhl et al. (2013) opens with a hypothetical
example where acceptability judgments are collected from L1 and L2 speakers.
Although acceptability judgments are regularly embedded within experimental
research designs (see Schutze 2016),2 this example would not qualify because of the
nature of the independent extra-linguistic variable under analysis. If linguistics as a
field is truly dedicated to conducting rigorous and replicable scientific research, we
must use standard scientific terminology accurately, acknowledging the strengths

2 It should be stressed that the nature of the dependent linguistic variable under analysis does not
determine whether or not a given study is experimental: in general, any measure of language
production or perception can be embedded into an observational or an experimental study.
Rather, the status of the study is determined by how the levels of the independent variable are
defined (i.e., naturally or via researcher manipulation).
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and weaknesses of the methodologies we apply, while taking advantage of the full
range of research paradigms at our disposal, motivated wholly by the nature of the
specific research questions we pursue.

3 Replication failure across research paradigms

The choice between observational and experimental research paradigms repre-
sents a trade-off between naturalness and control, with clear advantages and
disadvantages associated with both approaches. An observational approach al-
lows for differences between real groups to be described accurately, but it does not
guarantee these differences exist due to membership in these groups, whereas an
experimental approach allows for cause-and-effect relationships to be identified,
but it does not guarantee these relationships matter in the real world. These dif-
ferences also have important ramifications for understanding issues around
replication and generalizability in our field. Specifically, there are at least three
basic reasons why a linguistic analysis may fail to replicate as expected,
depending crucially on the research paradigm adopted.

First, both observational and experimental studies can fail to replicate at the
expected rate because the design or implementation of the study (or the replica-
tion) was technically flawed. In such cases, we should not expect that the results of
the study will generally replicate. These issues can include small sample size,
measurement error, problematic statistical analysis, and dishonest research
practices. Such threats to the validity of a study’s design should be minimized
regardless of the research paradigm adopted. These types of issues have been the
focus of most discussions on how to improve replication rates in linguistics
(Roettger 2019, this issue; Sönning and Werner this issue), including through pre-
registration, but it is important to acknowledge that there are other reasons why
studies may fail to replicate.

Second, both observational and experimental studies can fail to replicate due to
unknown variation in the population or populations being analyzed across repli-
cations. Random sampling allows for generalizations to be made within the context
of a given study, but it does not ensure that the samples analyzed across indepen-
dent studies come from the samepopulation or populations. Two studies that follow
an otherwise identical research design may produce different results if they sample
people or texts from different populations, even when these populations appear to
be the same superficially. No matter how much care is taken to match populations
across replications, the comparability of independent samples is always up for
debate, especially as language varies systematically and substantially across social
contexts. Consequently, linguists cannot, and generally do not, assume that results
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obtained for one language, era, dialect, register, or person hold more generally.
Whenever a study fails to replicate, it is possible that this is because the replication
focused on a different population. Crucially, in such cases, replication may have
failed, but the results of each study can still generally be independently valid and
insightful, identifying potentially unappreciated sources of variation in the phe-
nomena of interest across the populations under analysis.

Finally, experimental studies (as well as observational studies that rely on
elicitation) can fail to replicate because the context in which data was collected
differs across replications. For example, variation in the researchers conducting
the experiment, the setting of the experiment, and the time of the experiment, all
represent variation in the experimental context and by extension in the social
context in which language data was collected. This variation can then lead to
variation in results. Such threats to replicability are distinct from threats to internal
validity, as each experiment can be independently valid, and vary only in ways
that are necessary for independent replications to be conducted. An experiment
can therefore fail to replicate, even when best research practices are followed
consistently, because social context inevitably changes across independent rep-
lications. Recent research has shown that contextual factors can affect experi-
mental results in psychology (Van Bavel et al. 2016), but such considerations seem
especially important in linguistics (e.g., see Hay et al. 2009), where we know
variation in communicative context substantially and systematically affects lin-
guistic form (Biber and Conrad 2019). Alternatively, in true observational studies,
variation in context is just as important, but it amounts to variation in the popu-
lation under analysis (e.g., texts sampled from twodifferent registers represent two
different populations of texts), as the researcher has had no effect on the context in
which the language under analysis was produced.

Taken together, these final two sources of replication failure effectively un-
dermine the interpretability of experimental research in linguistics, as well as
elicitation-based research more generally. Even after the design of a study has
been validated and applied consistently across replications, the source of lower-
than-expected replication rates is always uncertain: it may be due to real but
unknown variation in the populations being analyzed, pointing to new and
important insights, but it may also be due to unintended variation in the context in
which data is collected, an artefact of researcher intervention. This is why there is
concern about a replication crisis in linguistics: if failed replications only pointed
to real but unknown variation in the populations under analysis, as they do in true
observational research, this would be considered scientific discovery. Any
instance of language is situated in the real world, even the instantiation of a
thought, and its form is linked to the social context in which it was produced. The
essence of experimental research, however, is to manipulate this social context,

10 Grieve



which will necessarily have an effect on language production and perception.
Because independent experimental replications must involve variation in social
context, replication rates will generally be lower than expected, depending
broadly on the social sensitivity of the linguistic phenomenaunder analysis. This is
why replication failure in linguistics cannot simply be addressed by adopting
better experimental research practices: replication failure is an inevitable product
of using experimentation to probe a highly social phenomenon like language.

4 In defense of observational linguistics

Observationalmethods have long been the basis of linguistics and are necessary to
pursue many of the core research questions that have driven scientific research on
language for centuries. Although observational studies cannot directly test for
causal links, as unknown factors may vary across the groups being compared, the
relationships identified through observation can still be causal, and their causal
status can still be inferred through the careful interpretation of observational
results, as the history of our own field clearly attests. The status of causal links in
observational research is always up for debate, but so too is the status of causal
links in experimental research: the question only shifts fromwhether the study has
identified a causal link to whether the causal link matters in the real world. Even
spurious relationships identified in observational research can point to causative
relationships in the real world,3 which may otherwise have gone unnoticed. Ulti-
mately, spurious relationships found in nature can be more informative – and
more likely to replicate – than causative relationships found in the lab.

If we are to truly address issues around replication and generalizability in
linguistics, wemust embrace the value of observational research for extending our
understanding of language, taking advantage of large corpora and modern
methods in data science and causal inference. When combined with robust and
open research practices, an observational approach to linguistics provides us with
a pathway to make meaningful comparisons, where we can be confident that our
findings represent valid descriptions of natural phenomena, as opposed to the by-
products of researchers intervening in a social domain, thereby addressing

3 Despite how the term is often used, it is important to acknowledge that spurious relationships
are not necessarily untrue: these correlations can be robust and replicate without issue. They are
spurious because there is no causative link between the variables: in particular, a correlation may
exist because both variables under analysis are in a causative relationshipwith a third unobserved
variable. The analysis of spurious correlations can therefore lead to the identification of causative
relationships, for example, by considering what other factors might cause the spurious relation-
ships that have been observed.
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replication failure in its most pernicious form. Of course, experimentation is an
extremely important part of linguistic inquiry, used to test specific claims of cause
and effect across much of linguistics. However, as a field, we must stop elevating
experimental research above observational research (Klavan and Divjak 2016;
Roettger et al. 2019). The choice between experiment and observation should be
driven entirely by the research questions we ask: one approach is not more sci-
entific than the other, and, in many cases, observation is the only option, not
because of practical concerns, but because the variables under analysis, like the
first language or dialect of a speaker, cannot be manipulated experimentally.
Furthermore, we must remember that causal links identified in rigorously con-
ducted experiments are only necessarily valid within the context of those experi-
ments. Those same links may be of very little relevance for explaining phenomena
as observed in the real world, which is ultimately our goal as scientists.

Besides, science is not just the search for cause-and-effect relationships
through hypothesis testing: science is about understanding the world around us
(Glass and Hall 2008). And linguistics is about understanding language: how it is
structured, how it is acquired, how it is used, how it varies over time and across
society, and how it is represented in the mind. Big questions like these cannot be
answered simply by testing causal links involving variables we can manipulate.
Language is a complex social system: if we take one part of language out of this
system and analyze it in isolation, we cannot hope to fully understand how it
operates within the larger system, or how the properties of the system emerge from
the interaction of its constituents (Kretzschmar 2015). Language is a history of
utterances, every one unique, every one produced by a unique person, with a
unique purpose, at a uniquemoment in time. It belies the social reality of language
to attempt to reduce something so intricate, intentional, and inexorable down to a
set of rules.
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